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a b s t r a c t

In this paper, we systematically investigate adaptive Runge–Kutta discontinuous Galerkin
(RKDG) methods for hyperbolic conservation laws with different indicators which were
based on the troubled cell indicators studied by Qiu and Shu [J. Qiu, C.-W. Shu, A compar-
ison of troubled-cell indicators for Runge–Kutta discontinuous Galerkin mehtods using
weighted essentially non-osillatory limiters, SIAM J. Sci. Comput. 27 (2005) 995–1013].
The emphasis is on comparison of the performance of adaptive RKDG method using differ-
ent indicators, with an objective of obtaining efficient and reliable indicators to obtain bet-
ter performance for adaptive computation to save computational cost. Both h-version and
r-version adaptive methods are considered in the paper. The idea is to first identify ‘‘trou-
bled cells” by different troubled-cell indicators, namely those cells where limiting might be
needed and discontinuities might appear, then adopt an adaptive approach in these cells. A
detailed numerical study in one-dimensional case is performed, addressing the issues of
efficiency (less CPU cost and more accurate), non-oscillatory property, and resolution of
discontinuities.

� 2009 Elsevier Inc. All rights reserved.

1. Introduction

In this paper, we systematically investigate adaptive Runge–Kutta discontinuous Galerkin (RKDG) methods for hyperbolic
conservation laws with different indicators which are based on the troubled-cell indicators studied by Qiu and Shu [25], with
an objective of obtaining efficient and reliable indicators to obtain better performance for adaptive computation to save com-
putational cost. The discontinuous Galerkin (DG) method is a locally conservative, stable, and high-order accurate method
which can easily handle complex geometries, irregular meshes with hanging nodes, and approximations that may have poly-
nomials of different degrees in different elements. DG method was originally introduced in 1973 by Reed and Hill [27] for the
neutron transport problem which was controlled by steady state linear hyperbolic equations. A major development of DG
method was carried out by Cockburn et al. in a series of papers [9,8,7,5,10], in which a framework to solve nonlinear time
dependent hyperbolic conservation laws was established. They adopted explicit, nonlinearly stable high order Runge–Kutta
time discretizations and DG space discretizations and the method was termed as RKDG method. Now DG method is being
used not only for hyperbolic equations, but also for elliptic and parabolic partial differential equations and ordinary
differential equations [6].
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The solutions of nonlinear hyperbolic conservation laws often exhibit a wide range of localized structures, such as shock
waves, contact discontinuities, and rarefaction waves. It is difficult for numerical methods based on a fixed mesh to capture
these features accurately without a large number of mesh cells or points. So the use of locally refined adaptive meshes be-
comes necessary for both steady and non-steady problems. It is easy to implement adaptivity for DG method since there is
no need of continuity on cell boundaries. There are three types of adaptive methods using finite element approach, namely
the h-method (mesh refinement), the p-method (order enrichment), and the r-method (mesh motion). The r-method is also
called moving mesh method. In the literature, there are a few papers which dealt with h-, p- and hp-adaptive DG methods.
The first work was by Lesaint and Raviart [22] which contained a priori error estimates for h-methods for linear scalar hyper-
bolic problems, and Johnson and his collaborators [19,20] gave a detailed analysis for the same case and obtained quasi-opti-
mal a priori estimates. Till now many refinement indicators have been proposed which are based on some a priori knowledge
of the behavior of solution. Typically, these indicators are loosely based on interpolation error estimates applied to key vari-
ables. While this approach may provide some relative measure of the local error in the solution, it does not in general provide
a reliable estimate of the actual error in the approximate solution. Bey and Oden [2] obtained both a priori and a posteriori
error estimates for adaptive strategy and their numerical comparisons demonstrated the effectiveness of the a posteriori
estimates in providing reliable estimates of the actual error in the numerical solution. There are many types of a posteriori
error estimates designed to control the adaptive process. A lot of work in this approach has been done by Flaherty et al.
[3,12,1,28], Houston et al. [16,17], and recently Dedner et al. [11]. For r-adaptive DG method there is little discussion in
the literature. But some r-adaptive algorithms are easy to apply to DG methods, for instance the approach in [23,33,13]
in which PDE time-evolution and mesh-redistribution are totally separated.

In this paper we will use a different class of adaptive strategies, that is using the ‘troubled-cell’ indicators. ‘Troubled cells’,
whose name came from Qiu and Shu [25], are those cells which might need the limiting procedure. This also means that
discontinuities might appear in these cells. So in these cells limiter must be used to control numerical spurious oscillations.
The limiter is composed of two parts: one is the troubled-cell indicator (to detect the discontinuous regions), the other is the
solution reconstruction (to control the oscillations). The troubled-cell indicators can come from any limiters or shock detect-
ing techniques. In [25], a detailed review of limiters and shock detecting techniques and different troubled-cell indicators are
presented. We will list them in Section 2.

The idea using troubled-cell indicators to control the adaptive approach was enlightened by Devine and Flaherty [12].
In the paper the authors used a limiter, which was the extension to two dimensions of the limiter in [3] (the BDF
limiter in Section 2), to indicate a preference for h- or p-refinement. To be specific, they preferred to increase the degree
of polynomial in the smooth regions and refine the mesh in which the discontinuous is. Their numerical tests verified the
effectiveness of this strategy, but for Euler equations there was too much refinement. According to our numerical
experiments, we believe that this is caused by the improper limiter they chose. This problem will be investigated in this
paper.

We will design an h-method and an r-method using different troubled-cell indicators for RKDG method, and compare
their performances. Troubled-cell indicators are used to detect troubled cells as the first part of limiter, and to control mesh
adaptivity and movement. For the second part of limiter we choose a WENO type reconstruction described in Section 2.

The paper is organized as follows. In Section 2, we make a brief review of RKDG method, troubled-cell indicators and the
WENO type reconstruction. In Sections 3 and 4, using the ‘troubled-cell indicator’ idea, we present an h-method and an r-
method respectively, together with numerical tests. Concluding remarks are contained in Section 5.

2. Description of RKDG and troubled-cell indicators

In this section we will review RKDG method, troubled-cell indicators and the WENO type reconstruction.

2.1. RKDG method

We consider the one-dimensional scalar conservation law:

ut þ f ðuÞx ¼ 0;
uðx;0Þ ¼ u0ðxÞ:

�
ð2:1Þ

The computational domain is ½0; L�. We divide it into N cells with boundary points

0 ¼ x1
2
< x3

2
< � � � < xNþ1

2
¼ L:

Denote the center of cell Ii ¼ ½xi�1
2
; xiþ1

2
� by xi, the length of cell Ii by Dxi, and the maximum cell length by h ¼maxiDxi. The

solution as well as the test function space is given by Vk
h ¼ fp : pjIi

2 PkðIiÞg, where PkðIiÞ is the space of polynomials of degree
6 k on the cell Ii. We adopt the Legendre polynomials

WlðxÞ ¼
1

2ll!

dlðx2 � 1Þl

dxl
; l ¼ 0; . . . ; k
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after suitable scaling, as the local basis functions. However, we emphasize that the procedure described below does not de-
pend on the specific basis chosen for the polynomials and works also in multi dimensions. The Legendre polynomials are L2-
orthogonal, namely,Z 1

�1
WlðsÞWl0 ðsÞds ¼ 2

2lþ 1
dll0 :

And for x 2 Ii, we can express our approximate solution uh as follows:

uhðx; tÞ ¼
Xk

l¼0

uðlÞi ðtÞv
ðiÞ
l ðxÞ for x 2 Ii; ð2:2Þ

where

v ðiÞl ðxÞ ¼Wlð2ðx� xiÞ=DxiÞ

and uðlÞi ðtÞ; l ¼ 0; . . . ; k are the degrees of freedom. We will omit the argument t and denote them as uðlÞi in this paper.
In order to determine the approximate solution, we evolve the degrees of freedom uðlÞi :

Dxi

2lþ 1
d
dt

uðlÞi �
Z

Ii

f ðuhðx; tÞÞ d
dx

v ðiÞl ðxÞdxþ f̂ ðu�iþ1
2
;uþ

iþ1
2
Þ � ð�1Þl f̂ ðu�i�1

2
;uþ

i�1
2
Þ ¼ 0; l ¼ 0; . . . ; k; ð2:3Þ

where u�iþ1=2 ¼ uhðx�iþ1=2; tÞ are the left and right limits of the discontinuous solution uh at the cell interface xiþ1=2; and f̂ ðu�;uþÞ
is a consistent and monotone (nondecreasing in the first argument and nonincreasing in the second argument) flux for the
scalar case and an exact or approximate Riemann solver for the system case. The ODE system (2.3) is discretized in time by a
nonlinearly stable Runge–Kutta time discretization, e.g. the third order version in [30]. The integral term in (2.3) can be com-
puted either exactly or by a suitable numerical quadrature accurate to at least Oðhkþlþ2Þ:

In order to maintain stability and non-oscillatory property of the RKDG method for solving conservation laws (2.1) with
strong shocks, a nonlinear limiter must be applied. We adopt the following framework for limiter procedure in this paper:
First we identify the ‘‘troubled cells”, namely those cells which might need the limiting procedure; then we replace the solu-
tion polynomials in those troubled cells by reconstructed polynomials which maintain the original cell averages (conserva-
tion), have the same orders of accuracy as before, but are less oscillatory. For the first part of limiter procedure, we will
identify troubled cells using different indicators which are also used as indicator for the adaptive strategy. These indicators
will be described in Subsection 2.2. For the second part of limiter, we will reconstruct the polynomials by the WENO type
reconstruction described in Subsection 2.3.

2.2. Review of troubled-cell indicators

Seven different types of indicators were described in [25], which we will use in this paper to identify the troubled-cells
and also use as indicators for the adaptive strategy.

1. The minmod-based TVB limiter [8]. (TVB, we will use the same short name as in [25] for each indicator). Denote

u�iþ1
2
¼ uð0Þi þ ~ui; uþ

i�1
2
¼ uð0Þi � ~~ui:

From (2.2) we can derive

~ui ¼
Xk

l¼1

uðlÞi v ðiÞl ðxiþ1
2
Þ; ~~ui ¼ �

Xk

l¼1

uðlÞi v ðiÞl ðxi�1
2
Þ:

These are modified by the TVB-modified minmod function

~uðmodÞ
i ¼ ~mð~ui;u

ð0Þ
iþ1 � uð0Þi ; uð0Þi � uð0Þi�1Þ;

~~uðmodÞ
i ¼ ~mð~~ui;u

ð0Þ
iþ1 � uð0Þi ; uð0Þi � uð0Þi�1Þ;

ð2:4Þ

where ~m is given by

~mða1; a2; . . . ; anÞ ¼
a1 if ja1j 6 Mh2

;

mða1; a2; . . . ; anÞ otherwise

(
ð2:5Þ

and the minmod function m is given by

mða1; a2; . . . ; anÞ ¼
s �min16j6njajj if signða1Þ ¼ signða2Þ ¼ � � � ¼ signðanÞ ¼ s;

0 otherwise:

�
ð2:6Þ
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The parameter M > 0 is a constant. If one of the two functions in (2.4) returns other than the first argument, the cell is de-
clared as a troubled cell. Unfortunately, the TVB limiter constant M is dependent on the problem, there is no automatic
switching which works well for various situations. As it was pointed out in [7], the resolution of solution is dependent on
the choice of the constant M; and sometimes, the case of k ¼ 1 may give better resolution to shock or contact discontinuous
than the case of k ¼ 2 if an inappropriate M is chosen. Tuning M requires much experimental research. But once we get the
appropriate M, the TVB limiter will make the solution much better. We have experimented and settled on the following: one
choice is M ¼ 0:1 which is small enough to avoid oscillations for all the test problems and the troubled-cell indicator is de-
noted as TVB-1. The other choice of M depends on a specific problem. We choose it neither too small nor too big for our com-
parison, and the troubled-cell indicator is denoted as TVB-2.
2. Moment limiter of Biswas et al. [3] (BDF).

uðlÞ;mod
i ¼ 1

ð2l� 1Þm ð2l� 1ÞuðlÞi ;u
ðl�1Þ
iþ1 � uðl�1Þ

i ;uðl�1Þ
i � uðl�1Þ

i�1

� �
; 1 6 l 6 k; ð2:7Þ

where m is again the minmod function. If the function returns other than the first argument for the highest order case l ¼ k,
the cell is identified as a troubled cell.
3. A modification of the moment limiter by Burbeau et al. [4] (BSB). If both (2.7) and

ûðlÞ;mod
i ¼ 1

ð2l� 1Þm ð2l� 1ÞuðlÞi ;u
ðl�1Þþ
iþ1

2
� uðl�1Þ

i ; uðl�1Þ
i � uðl�1Þ�

i�1
2

� �
; 1 6 l 6 k; ð2:8Þ

where

uðl�1Þþ
iþ1

2
¼ uðl�1Þ

iþ1 � ð2l� 1ÞuðlÞiþ1; uðl�1Þ�
i�1

2
¼ uðl�1Þ

i�1 þ ð2l� 1ÞuðlÞi�1;

are enacted for the highest order moment uðkÞi , then the cell is identified as a troubled cell.
4. The monotonicity-preserving limiter [32] (MP). Define

medianðx; y; zÞ ¼ xþmðy� x; z� xÞ; ð2:9Þ

where m is the minmod function. If

u�iþ1
2
–median u�iþ1

2
;umin

iþ1
2
; umax

iþ1
2

� �
; ð2:10Þ

where

umin
iþ1

2
¼max minðuð0Þi ;uð0Þiþ1;u

MD
iþ1

2
Þ; minðuð0Þi ; uUL

iþ1
2
;uLC

iþ1
2
Þ

h i
;

umax
iþ1

2
¼min maxðuð0Þi ;uð0Þiþ1;u

MD
iþ1

2
Þ; maxðuð0Þi ;uUL

iþ1
2
; uLC

iþ1
2
Þ

h i
and

di ¼ uð0Þiþ1 � 2uð0Þi þ uð0Þi�1;

dM4X
iþ1

2
¼ mð4di � diþ1;4diþ1 � di;di;diþ1; di�1;diþ2Þ;

uMD
iþ1

2
¼ 1

2
uð0Þi þ uð0Þiþ1 � dM4X

iþ1
2

� �
; uUL

iþ1
2
¼ uð0Þi þ a uð0Þi � uð0Þi�1

� �
;

uLC
iþ1

2
¼ uð0Þi þ

1
2

uð0Þi � uð0Þi�1

� �
þ b

3
dM4X

i�1
2

or if uþ
i�1

2
satisfies a similar (symmetric) condition, then the cell is identified as a troubled cell. We take the parameters a ¼ 2

and b ¼ 4 in the numerical tests in the next section, as suggested in [32].
5. A modification of the MP limiter [29] (MMP).

/ ¼ min 1;D�umin=Dminu
� �

; ð2:11Þ

where

D�umin ¼ uð0Þi �min uð0Þi�1; u
ð0Þ
i ;uð0Þiþ1

� �
; D minu ¼ uð0Þi �min uþ

i�1
2
; u�iþ1

2

� �
:

When /–1; the limiter enacts and the cell is identified as a troubled cell.
6. A shock-detection technique by Krivodonova et al. [21] (KXRCF). Partition the boundary of a cell Ii into two portions @I�i

and @Iþi , where the flow is into (~v �~n < 0;~n is the normal vector to @Ii) and out of ð~v �~n > 0ÞIi, respectively. The cell Ii is
identified as a troubled cell, ifR

@I�i
ðuhjIi

� uhjIni
Þds

��� ���
h

kþ1
2

i @I�i
�� ��kuhjIi

k
> 1: ð2:12Þ
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Here we choose hi as the radius of the circumscribed circle in the element Ii. Ini
is the neighbor of Ii on the side of @I�i and the

norm is based on an element average in one dimension.

Remark 1. In [25], there was still one more troubled-cell indicator which was based on Harten’s subcell resolution idea [14].
But it was unstable in some cases of our numerical experiments. So we will not use it in this paper.

For the case of hyperbolic systems, to identify the troubled cells, we could use either a componentwise indicator or a char-
acteristic one. The former works on each component of the solution and identifies a troubled cell when any component of the
solution is flagging this cell as a troubled cell. The latter works in the local characteristic direction to do this identification.
Their advantages and disadvantages are compared in [25] and the former is the choice there. In this paper we have to use the
characteristic one, because some of the componentwise indicators are unstable in our methods when nonuniform meshes
are used.

2.3. WENO type reconstruction

For simplicity we describe the reconstruction in one-dimensional scaler case. If the cell Ii is identified as a troubled cell,
we will reconstruct the degrees of freedom uðlÞi for l ¼ 1; . . . ; k and retain the cell average uð0Þi . We denote kþ 1 stencils
Sj; j ¼ 0; . . . ; k, where Sj ¼

Sk
l¼0Iiþj�l. We can construct the kth degree polynomial pjðxÞ on stencil Sj such that:

1
Dxiþj�l

Z
Iiþj�l

pjðxÞdx ¼ uð0Þiþj�l; l ¼ 0; . . . ; k:

Because the degree of polynomial pjðxÞ is k for j ¼ 0; . . . ; k, for any linear weights g0; . . . ;gk with
Pk

j¼0gj ¼ 1, the order ofPk
j¼0gjpjðxÞ approximating to the solution u is kþ 1. In this paper we choose:

g0 ¼
1
2
; g1 ¼

1
2
; for k ¼ 1;

g0 ¼
1
4
; g1 ¼

1
2
; g2 ¼

1
4
; for k ¼ 2:

Next, calculate the smoothness indicators:

bj ¼
Xk

l¼1

Z
Ii

Dx2l�1
i

@l

@xl
pjðxÞ

 !2

dx

and then the nonlinear weights:

wj ¼
�wjP
l
�wl
; �wj ¼

gjP
lðeþ blÞ

2 ;

where e is a small number to avoid the denominator becoming zero. We use e ¼ 10�6 in all computations in this paper. Fi-
nally the WENO type approximation is given by

uh;WENOjIi
¼
Xk

j¼0

wjpjðxÞ;

which will replace the current solution uh on Ii. For the system case, the WENO type reconstructions are performed in local
characteristic directions.

Remark 2. There are other reconstruction methods such as TVB reconstruction [8,7] and WENO reconstruction [26]. We
neither choose TVB reconstruction for which turns to decay the order of the method; nor the WENO reconstruction described
in [26], though the linear weights are optimal, they depend on the geometry of mesh, and have to be recomputed after
geometry of meshes is modified. The procedure of computation for the optimal linear weights would cost much CPU time,
and the computation results with these two WENO types reconstruction are similar.

3. The h-method for RKDG using troubled-cell indicators

For the h-method, the key point is to identify where the mesh should be refined and coarsened. This work can be done by
troubled-cell indicators because they tell us where the discontinuities are. We can refine the troubled cells and coarsen cells
which are not troubled. Following this idea, the h-method can be illustrated by the following flowchart:

Algorithm 1 (h-method using troubled-cell indicators). Given the maximum refined mesh level LEV and the solving time T,

� Step 1. Given a uniform partition of the domain, compute the degrees of freedom fuðlÞi ðt0Þg from the initial data u0ðxÞ, and
set all cells’ initial mesh level flev ið0Þg ¼ 0.

H. Zhu, J. Qiu / Journal of Computational Physics 228 (2009) 6957–6976 6961
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� Step 2. Suppose we have known the mesh fIn
i g, the mesh level flevn

i g and the degrees of freedom fuðlÞi ðtnÞg at time level tn.
Do the troubled-cell indicator procedure, mark every cell as a troubled cell or an untroubled cell.
– For a troubled cell, if its mesh level levn

i ¼ LEV , do nothing. If levn
i < LEV , divide it into two cells and set the two new

cells’ mesh level to be levnþ1
i ¼ levn

i þ 1.
– For a pair of untroubled cells which come from one dividing at some previous time step, merge them and set the new

cell’s mesh level to be levnþ1
i ¼ levn

i � 1.
Now we get the new mesh fInþ1

i g and the corresponding new mesh level flevnþ1
i g.

� Step 3. Using L2 projection, project the degrees of freedom fuðlÞi ðtnÞg on the mesh fIn
i g to the new mesh fInþ1

i g and denote
the results by f~uðlÞi ðtnÞg.

� Step 4. Evolve the solution from tn to tnþ1 by the RKDG procedure and get fuðlÞi ðtnþ1Þg on the mesh fInþ1
i g.

� Step 5. If tnþ1 < T , go to Step 2.

We remark that each troubled-cell indicator in ALG 1 (we abbreviate Algorithm to ALG in this paper) has two functions.
One is to control the mesh refinement, the other is to determine the limiting cells.

In what follows we will implement the h-method described in ALG 1 and make a comparison of its performances with
different troubled-cell indicators. We will also choose another h-method to compare with ours. In [24], a general h-method
is provided which can be followed for any choice of an error indicator. The use of solution gradient is popular for the error
indicator [3,12]. Following these, we give a simple h-method, and compare its performance with ours.

Algorithm 2 (A simple h-method). The difference between ALG 1 and 2 is only in Step 2. For ALG 2 we switch Step 2 to:

� Step 20. Suppose we have known the mesh fIn
i g, the mesh level flevn

i g and the degrees of freedom fuðlÞi ðtnÞg at time level tn.
Calculate the differences of average between neighboring cells gi ¼ ju

ð0Þ
i � uð0Þi�1j; i ¼ 2; . . . ;N and let G ¼ maxN

i¼2gi. For cell Ii,
if its mesh level lev i < LEV and if its left or right difference of average, which is gi or giþ1 respectively, is bigger than u1G,
we divide the cell into two cells and set the two cells’ mesh level to be lev i þ 1. For a pair of cells Ii�1 and Ii that come from
one dividing at some previous time step, if giþm < u2G for m ¼ �1;0;1, merge them and set the new cell’s mesh level to be
lev i � 1. Now we get the new mesh fInþ1

i g and the corresponding new mesh level flevnþ1
i g.

In this paper, we choose u1 ¼ 0:7;u2 ¼ 0:4. In one-dimensional system case, Step 20 works in a componentwise way.
We consider the one-dimensional Euler equations of gas dynamics with three different initial data. The PDEs are

q
qv
E

2
64

3
75

t

þ
qv

qv2 þ p

vðEþ pÞ

2
64

3
75

x

¼ 0:

Here q is the density, v is the velocity, E is the total energy, p is the pressure, related to the total energy by E ¼ p
c�1þ 1

2 qv2

with c ¼ 1:4:

Example 3.1. The Lax problem. The initial condition is

ðq;v ;pÞ ¼
ð0:445;0:698;3:528Þ if x 6 0;
ð0:5; 0;0:571Þ if x > 0:

�

We use both ALG 1 and 2 to solve this problem till T ¼ 1:3. In the TVB-2 indicator, M ¼ 1.

We first compare the performances of different troubled-cell indicators in ALG 1. All the computations in this paper are
performed on a computer with CPU ‘‘AMD Opteron(tm) Processor 850” – 2.4 GHz and RAM 32 GB. In Table 3.1, we show the
results of CPU time and mesh details, including total dividing times TDT, cell numbers at the last time level NT ; and average

cell numbers N which is given by N ¼
PTOT

q¼0Nq

� �
=TOT; where Nq is the cell number at the qth time level, and TOT is the total

number of time levels. Total merging times TMT will not be shown in the table as it can be calculated by TMT ¼
N0 þ TDT � NT .

From Table 3.1 we can see that for ALG 1 the three troubled-cell indicators BDF, BSB and MP work badly in this problem,
for they result in too much mesh refinement (and coarsening) and too many cells, and cost much more CPU time than other
indicators. For the other indicators we show the computed density q and mesh changing in Figs. 3.1 and 3.2. In the density
figure, the solid line is the exact solution, and ‘‘�” represents average density of a cell. In the mesh changing figure, each ‘‘�”
represents a ‘‘dividing” and each ‘‘þ” represents a ‘‘merging”.

From the figures we can see that the solution with MMP is not good. There are oscillations between the two discontinu-
ities for both k ¼ 1 and k ¼ 2. For the TVB-1 indicator, the solution at the contact discontinuity has too many transition
points. For KXRCF with k ¼ 1, oscillations appear at the contact discontinuity. For KXRCF with k ¼ 2, and for the TVB-2 indi-
cator, the solutions are good. All the refinement is at or near the discontinuities and the final meshes are perfectly what we
need. We use very few cells and get very sharp shocks.

Using more cells will give us better solutions, but will also cost more CPU time. So it is hard to tell which indicator is the
best (most efficient) for ALG 1. We compute the L1 error for density and CPU time for all the indicators using
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Table 3.1
The Lax problem, ALG 1, CPU time and mesh details.

N0 Troubled-cell indicators k ¼ 1 k ¼ 2

TDT NT N cpu1 TDT NT N cpu1

50 TVB-1 7.0E+2 63 62.4 0.3 1.0E+4 155 119.2 2.7
TVB-2 2.6E+2 50 54.1 0.2 2.3E+3 64 67.4 1.4
BDF 1.1E+4 668 644.3 2.8 5.0E+4 773 781.4 17.6
BSB 1.6E+4 682 631.4 2.9 6.7E+4 762 774.5 17.7
MP 1.2E+4 502 341.9 2.2 2.0E+4 584 418.3 11.4
MMP 7.3E+3 100 93.3 0.6 1.6E+4 118 106.8 2.8
KXRCF 5.3E+2 56 56.1 0.3 5.9E+2 57 59.0 1.2

100 TVB-1 4.5E+3 210 150.5 1.5 1.9E+4 310 224.3 10.4
TVB-2 8.1E+2 106 107.5 0.9 1.2E+4 161 150.8 6.6
BDF 4.2E+4 1174 1105.7 9.8 1.6E+5 1372 1283.7 58.9
BSB 6.4E+4 1210 1098.4 10.2 2.2E+5 1345 1285.5 59.6
MP 3.3E+4 824 541.7 7.0 4.4E+4 1047 657.2 35.5
MMP 2.1E+4 176 159.9 2.1 4.4E+4 202 176.5 9.3
KXRCF 1.3E+3 106 107.9 1.0 2.0E+3 108 115.3 4.5
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Fig. 3.1. Lax problem, density (top) and mesh changing (bottom), ALG 1 with N0 ¼ 50; k ¼ 1; LEV ¼ 4; from left to right: TVB-1, TVB-2, MMP, KXRCF.
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Fig. 3.2. Lax problem, density (top) and mesh changing (bottom), ALG 1 with N0 ¼ 50; k ¼ 2; LEV ¼ 4; from left to right: TVB-1, TVB-2, MMP, KXRCF.
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25� 2nðn ¼ 0; . . . ;4Þ initial cells and plot the CPU-L1-error curves in Fig. 3.3. These figures show the convergence of ALG 1,
and with KXRCF ALG 1 has the highest efficiency.

For ALG 2 we find all the results are almost the same with respect to different troubled-cell indicators which only work in
the limiter part. Also we find from the solutions that all the refinement is at the discontinuities, but the resolution is not
good. The distribution of cells depends totally on the gradient of the solution, so there are always too many transition cells
around discontinuities. We plot the solutions with TVB-1, TVB-2 and KXRCF indicators as examples in Fig. 3.4. As the results
for ALG 2 are not satisfactory in both this test case and other test cases, we will show no more results for this algorithm.

After all the comparisons above we conclude that for the Lax problem, BDF, BSB, MP and MMP are bad indicators for ALG
1. This is also true for other test problems. BDF, BSB, MP troubled-cell indicators always result in too much refinement and
coarsening and the solution with MMP indicator often has oscillations or overshoots. So we will show no more results for
these indicators except CPU-L1-error figure. We also conclude for Lax problem that ALG 1 with TVB and KXRCF indicators
performs better than ALG 2 and KXRCF is the best troubled-cell indicator.

We also compared other cases with different values of N0 and LEV. Their performances are similar (which is also true for
other test problems below). So in this paper we will only show the results with LEV ¼ 4.

Example 3.2. The shock density wave interaction problem. The solution of this problem contains both shocks and complex
smooth regions. The initial condition is

ðq;v ;pÞ ¼
ð3:857143;2:629369;10:333333Þ if x < �4;
ð1þ 0:2sinð5xÞ;0;1Þ if x P �4:

�

We will compute the solution up to T ¼ 1:8. In the TVB-2 indicator, the parameter M ¼ 100. The reference ‘exact’ solutions
which will be used later are computed by a fifth-order WENO scheme in [18] using 5000 grid points.

Again, we will compare the CPU time and mesh first. From Table 3.2 we can see the results are similar to those in Table
3.1.

For the solutions, we show the results with TVB-1, TVB-2 and KXRCF indicators in Figs. 3.5 and 3.6. From these figures we
can see that for k ¼ 1, all the solutions are not satisfactory. But for k ¼ 2, all the solutions are good.

At last we compare the efficiency. We plot the CPU-L1-error curves for density in Fig. 3.7. Again in this case we see that
KXRCF is the best.

Example 3.3. The blast wave problem. This problem involves interaction of blast waves and its initial condition is given by

ðq;v ;pÞ ¼
ð1; 0;1000Þ if 0 6 x < 0:1;
ð1; 0;0:01Þ if 0:1 6 x < 0:9;
ð1; 0;100Þ if 0:9 6 x 6 1:

8><
>:

A reflecting boundary condition is applied to both ends, see [34,15]. We will compute the solution till T ¼ 0:038. In the
TVB-2 indicator, the parameter M ¼ 10. The reference ‘exact’ solutions for this problem are also computed by a fifth-order
WENO scheme in [18] using 5000 grid points.

For all the results are similar to the two above examples, we will just present the table (see Table 3.3) and the figures (see
Figs. 3.8–3.10), and leave the conclusions to the end of this section.
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Fig. 3.3. Lax problem, ALG 1, CPU-L1-error for density. Left, k ¼ 1; right, k ¼ 2.
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From the above three examples we can conclude that: (1) BDF, BSB, MP and MMP are not proper troubled-cell indicators
for ALG 1; (2) TVB and KXRCF are proper indicators for ALG 1. With them we can use very few cells and get very sharp
shocks; (3) ALG 1 with TVB and KXRCF indicators performs better than ALG 2; (4) KXRCF is the best indicators for ALG 1.

Remark 3. The above facts also verify the conclusion in [25] that BDF, BSB MP and MMP troubled-cell indicators are not as
good as TVB and KXRCF.

Remark 4. For shock problems, L1 order of an h-method is at most second order with respect to the number of degrees of
freedom. But ALG 1 only delivers linear convergence rate. This is because the optimal convergence rate is achieved only when
the maximum mesh level LEV is depend on the initial mesh size. In ALG 1 LEV is fixed.

4. The r-method for RKDG using troubled-cell indicators

In this section, we will apply the troubled-cell indicator idea to the r-method. First, we will take a brief introduction to
this r-method. We will use the framework in Tang and Tang [33] because in their method mesh redistribution and PDE time
evolution are independent from each other, and the PDE time evolution part can be any suitable high-resolution method
such as the wave-propagation algorithm, central schemes, and ENO methods. In this paper, we will use the RKDG method
in this part.
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Fig. 3.4. Lax problem, density (top) and mesh changing (bottom); ALG 2 with TVB-1 (left), TVB-2 (middle) and KXRCF (right) indicators, N0 ¼
50; k ¼ 1; LEV ¼ 4.

Table 3.2
The shock density wave interaction problem, ALG 1, CPU time and mesh details.

N0 Troubled-cell indicators k ¼ 1 k ¼ 2

TDT NT N cpu1 TDT NT N cpu1

50 TVB-1 4.6E+3 114 118.4 1.5 8.4E+4 276 235.9 15.9
TVB-2 4.1E+2 56 54.2 0.2 9.6E+3 112 86.9 5.1
KXRCF 6.4E+2 59 56.6 0.3 6.6E+2 60 59.4 2.8

100 TVB-1 1.4E+4 217 193.4 5.3 2.6E+5 415 335.0 45.7
TVB-2 1.2E+3 107 104.8 1.9 3.6E+4 195 151.9 18.2
KXRCF 1.3E+3 109 107.5 2.1 1.5E+3 109 109.9 11.5
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Consider the one-dimensional scalar case. Let x and n be the physical and logical coordinates. Their corresponding do-
mains, without loss of generality, are assumed to be ½a; b� and ½0;1�. A one-to-one coordinate transformation between the
two domains is denoted by
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Fig. 3.5. The shock density wave interaction problem, density (top) and mesh changing (bottom), ALG 1 with TVB-1 (left), TVB-2 (middle) and KXRCF (right)
indicators, N0 ¼ 100; k ¼ 1.
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Fig. 3.6. The shock density wave interaction problem, density (top) and mesh changing (bottom), ALG 1 with TVB-1 (left), TVB-2 (middle) and KXRCF (right)
indicators, N0 ¼ 100; k ¼ 2.
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Fig. 3.7. The shock density wave interaction problem, ALG 1, CPU-L1-error for density. Left, k ¼ 1; right, k ¼ 2.

Table 3.3
The blast wave problem, ALG 1, CPU time and mesh details.

N0 Troubled-cell indicators k ¼ 1 k ¼ 2

TDT NT N cpu1 TDT NT N cpu1

50 TVB-1 1.8E+4 104 183.9 2.4 1.2E+5 189 327.2 20.9
TVB-2 3.1E+3 55 61.5 0.7 1.7E+4 101 96.3 5.3
KXRCF 9.7E+3 91 114.5 1.3 7.5E+3 147 144.6 8.2

100 TVB-1 7.8E+4 172 388.3 10.6 3.7E+5 443 622.8 80.7
TVB-2 7.5E+3 125 117.4 7.9 7.4E+4 172 165.3 54.5
KXRCF 2.8E+4 169 179.6 4.1 1.7E+4 241 226.1 25.7
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Fig. 3.8. The blast wave problem, density (top) and mesh changing (bottom), ALG 1 with TVB-1 (left), TVB-2 (middle) and KXRCF (right) indicators, N0 ¼
100; k ¼ 1.
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x ¼ xðnÞ; n 2 ½0;1�;
xð0Þ ¼ a; xð1Þ ¼ b

and can be described by 1D Euler–Lagrange equation

ðx�1nxÞx ¼ 0;

or equivalently

ðxxnÞn ¼ 0; ð4:1Þ

where x ¼ xðuÞ is a positive weight function and u is the solution of the underlying PDE. This map transforms a uniform
mesh in the logical domain, clustering grid points in those regions of the physical domain where the solution has the largest
gradients.
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Fig. 3.10. The blast wave problem, ALG 1, CPU-L1-error for density. Left, k ¼ 1; right, k ¼ 2.
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Fig. 3.9. The blast wave problem, density (top) and mesh changing (bottom), ALG 1 with TVB-1 (left), TVB-2 (middle) and KXRCF (right) indicators,
N0 ¼ 100; k ¼ 2.
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Eq. (4.1) is the mesh-redistribution equation. In order to solve this equation, we introduce an artificial time s and solve

xs ¼ ðxxnÞn; 0 < n < 1;
xð0; sÞ ¼ a; xð1; sÞ ¼ b:

�
ð4:2Þ

to static state by iteration. A fixed uniform mesh on the logical domain is given by

0 ¼ n1
2
< n3

2
< � � � < nNþ1

2
¼ 1:

Then we have the discretized equation

~xiþ1
2
¼ xiþ1

2
þ Ds
ðDnÞ2

xðuiþ1Þ xiþ3
2
� xiþ1

2

� �
�xðuiÞ xiþ1

2
� xi�1

2

� �h i
; 1 6 i 6 N � 1;

x1
2
¼ a; xNþ1

2
¼ b;

8<
: ð4:3Þ

where Dn ¼ 1
N and ui ¼ uðxi; tÞ. Eq. (4.3) is equivalent to

~xiþ1
2
¼ aiþ1xiþ3

2
þ ð1� aiþ1 � aiÞxiþ1

2
þ aixi�1

2
; 1 6 i 6 N � 1;

x1
2
¼ a; xNþ1

2
¼ b;

(
ð4:4Þ

where

ai ¼
Ds
ðDnÞ2

xðuiÞ:

Table 4.1
The Lax problem.

N Troubled-cell indicators k ¼ 1 k ¼ 2

err4 IE cpu4 SC MC err4 IE cpu4 SC MC

100 TVB-1 1.74E�2 4.0 0.19 62.0 17.2 1.21E�2 1.4 0.84 52.4 19.6
TVB-2 9.42E�3 4.1 0.23 63.2 16.6 8.39E�3 2.2 0.88 56.7 16.3
KXRCF 1.00E�2 4.5 0.21 65.9 17.7 9.14E�3 3.0 0.78 58.3 17.1

200 TVB-1 9.23E�3 1.9 0.69 64.8 10.0 6.36E�3 3.3 3.33 55.5 13.8
TVB-2 6.21E�3 4.0 0.78 66.7 8.5 5.16E�3 6.0 3.28 58.7 9.0
KXRCF 5.69E�3 0.6 0.70 69.6 9.1 5.58E�3 8.6 2.94 60.3 9.7

Table 4.3
The blast wave problem.

N Troubled-cell indicators k ¼ 1 k ¼ 2

err4 IE cpu4 SC MC err4 IE cpu4 SC MC

100 TVB-1 3.23E�1 2.4 0.89 29.2 57.3 1.94E�1 0.0 4.62 17.5 71.5
TVB-2 2.84E�1 5.4 0.59 55.9 26.0 1.86E�1 9.7 2.97 46.8 34.2
KXRCF 2.92E�1 3.1 0.52 57.2 31.9 2.19E�1 7.7 2.97 43.7 40.5

200 TVB-1 2.29E�1 3.6 3.71 37.1 47.7 1.17E�1 3.2 18.78 24.4 62.8
TVB-2 2.04E�1 6.9 2.30 61.9 16.3 1.04E�1 9.3 11.65 52.7 22.0
KXRCF 2.26E�1 8.8 1.99 63.6 19.8 1.34E�1 5.9 12.04 49.0 29.0

Table 4.2
The shock density wave interaction problem.

N Troubled-cell
indicators

k ¼ 1 k ¼ 2

err4 IE cpu4 SC MC err4 IE cpu4 SC MC

100 TVB-1 1.11E�1 �1.6 0.50 55.8 21.2 9.02E�2 �0.2 3.95 5.6 88.7
TVB-2 8.01E�2 25.1 0.39 60.3 12.4 4.47E�2 20.1 1.29 60.2 14.4
KXRCF 8.25E�2 16.3 0.32 64.4 12.5 5.25E�2 19.5 1.12 61.5 14.4

200 TVB-1 8.29E�2 0.4 1.79 59.9 15.5 6.67E�2 0.7 11.62 21.7 65.5
TVB-2 5.13E�2 19.8 1.08 71.0 7.0 2.75E�2 8.0 4.89 62.3 10.4
KXRCF 4.79E�2 24.5 0.90 73.1 7.2 3.15E�2 13.8 4.01 66.6 7.9
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For stability, we must ensure maxiai 6
1
2, and this can be controlled by the choice of Ds. In additional, like in [33], in order

to smooth the monitor, we let
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Fig. 4.1. Comparison of efficiency, CPU-L1-error for density. Left, k ¼ 1; right, k ¼ 2. Top, Lax problem; middle, shock density wave interaction problem;
bottom, blast wave problem.

6970 H. Zhu, J. Qiu / Journal of Computational Physics 228 (2009) 6957–6976



Author's personal copy

xðuiÞ  
1
4
xðui�1Þ þ

1
2
xðuiÞ þ

1
4
xðuiþ1Þ:

The r-method procedure based on RKDG is similar to that in [33].
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Fig. 4.2. ALG 4, CPU-L1-error for density. Left, k ¼ 1; right, k ¼ 2. Top, Lax problem; middle, shock density wave interaction problem; bottom, blast wave
problem.
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Algorithm 3 (Standard r-method).

� Step 1. Given a fixed partition of the logical domain and an initial partition of the physical domain fI0
i g, compute all the

degrees of freedom fuðlÞi ðt0Þg by the initial data u0ðxÞ.
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Fig. 4.3. Trajectories of meshes for ALG 3 (top) and ALG 4 (bottom) with TVB-2. N ¼ 100; k ¼ 1. Left: Lax problem. Middle: shock density wave interaction
problem. Right: blast wave problem.
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� Step 2. Suppose we have known the mesh fIn
i g and degrees of freedom fuðlÞi ðtnÞg at the time level tn. Move grid fIn;j�1

i g to
fIn;j

i g based on the scheme (4.4) for j ¼ 1; . . . ; J with fIn;0
i g ¼ fI

n
i g. The degrees of freedom on the mesh fIn;j

i g, denoted by
fuðlÞi ðtn;jÞg, will be determined by L2 projection from fuðlÞi ðtnÞg.
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Fig. 4.5. The Lax problem, density; ALG 4 with TVB-1 (left), TVB-2 (middle) and KXRCF (right) indicators, N ¼ 100; top: k ¼ 1; bottom: k ¼ 2.
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� Step 3. Evolve the solution of the underlying PDEs using the RKDG method on the mesh fIn;J
i g and obtain the degrees of

freedom fuðlÞi ðtnþ1Þg.
� Step 4. If tnþ1 < T , let fInþ1

i g ¼ fIn;J
i g and go to Step 2.

According to [33], we choose the iteration times J ¼ 6 in Step 2. In Step 3, the limiter procedure is the same as in ALG 1.
For most problems, we can find from the trajectory of the mesh generated by the r-method that most of the grid points

move slightly. Only the cells that are near the large solution variations move rapidly. It seems that we can make the mesh
motion local to decrease the computation. Because the objective of the mesh motion is to ‘cluster grid points in those regions
where the solution has the largest gradients’, and the troubled-cell indicators can show us where these regions are, we can
apply the mesh motion to and near the troubled cells. But this trial does not work well in the numerical experiments. A few
cells may get too large. So we tried some modifications and found that if we let the large cells also do the mesh motion, the
problem will be solved. We now describe our r-method using troubled-cell indicators.

Algorithm 4 (r-method using troubled-cell indicators). The difference between ALG 3 and 4 is only in Step 2. For ALG 4 we
switch Step 2 to:

� Step 20. We first identify the troubled cells by troubled-cell indictors, and also identify the ‘big’ cells, whose length is
larger than 1þ h times of the average cell length. Then we mark both the troubled cells and the ‘big’ cells together with
their m left neighbor cells and m right neighbor cells, respectively. All of these marked cells are grouped into several sets
with continuously marked cells, and the sets of marked cells are separated from each other. At last, we apply the mesh
motion procedure like Step 2 of ALG 3 to each of these sets, respectively, to obtain the new mesh.

We choose h ¼ 0:5 and m ¼ 3 in the computation in this paper.
In what follows we will do some numerical tests for ALG 3 and 4. We will use the same test problems as in Section 3. The

monitor function will be chosen to be xðuiÞ ¼ xð½q;qv ; E�iÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ bðqð1Þi Þ

2
q

; where qð1Þi is the coefficient in Eq. (2.2), b ¼ 200
for Lax problem, b ¼ 50 for the shock density wave interaction problem and b ¼ 10 for the blast wave problem. This choice of
monitor function is not the best (see [31]), but is simple and easy to compute, and is enough for our tests. The value of M in
the TVB-2 indicator is 10 for the Lax problem, and 100 for the other two test problems.

We will deal with the three test problems together for convenience. Before the tests, we must emphasize that our moti-
vation of the new r-method using troubled-cell indicators is to improve the efficiency, and it is easy to see from the two algo-
rithms that ALG 4 cannot get better solutions than ALG 3. We expect that ALG 4 spends much less CPU time than the other,
and the local mesh moving of it does not decrease the accuracy too much.
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Fig. 4.7. The shock density wave interaction problem, density; ALG 4 with TVB-1 (left), TVB-2 (middle) and KXRCF (right) indicators, N ¼ 200; top: k ¼ 1;
bottom: k ¼ 2.
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We remark here that like the performance in ALG 1, BDF, BSB and MP troubled-cell indicators in ALG 4 always identify too
much cells (which means almost all the cells are moving). And the solution with MMP indicator often has overshoots or
oscillations (which cannot be reflected obviously in L1 error). So we conclude here that these four indicators are bad indica-
tors for ALG 4 and we will not show the results with them. For the other indicators we will compare the two algorithms and
try to find the best one for our new algorithm.

We first compare the CPU time and the accuracy. Tables 4.1, 4.2 and 4.3 show the L1 error for density of ALG 4 ðerr4Þ, per-
centage of increased error IE ¼ ðerr4 � err3Þ=err3 � 100%, CPU time of ALG 4 ðcpu4Þ, percentage of saved CPU
SC ¼ ðcpu3 � cpu4Þ=cpu3 � 100%, and percentage of moving cells for ALG 4 MC ¼ ð

PTOT
q¼0mcqÞ=N=TOT � 100%; where TOT is

the total number of time levels, and mcq is the number of moving cells at the qth time level.
The data shows that in most of the cases, more than 50% of the CPU time is saved by ALG 4 while the increased error is

below 10%. In the worst case, that is for the shock density wave interaction problem with TVB-2 and KXRCF indicators, the
percentage of saved CPU is more than two times larger than the percentage of increased error. CPU-L1-error figures are more
convincing for the efficiency comparison. We plot the results with N ¼ 100� 2nðn ¼ 0; . . . ;4Þ in Fig. 4.1. We can see clearly
that for each troubled-cell indicator the solid line is below the dashed line which demonstrates the higher efficiency of ALG
4.

Now we will try to find the best indicator for ALG 4. Again we use the CPU-L1-error figures. Fig. 4.2 tells us that TVB-2 and
KXRCF are the best two indicators overall.

At last we show some resulting meshes and solutions. Figs. 4.3 and 4.4 show the typical mesh trajectories with TVB-2 and
KXRCF indicators for the two algorithms. We can clearly see from the figures that there are much fewer moving cells in ALG 4
than in ALG 3. As we expected, we make the mesh moving local. The solutions of density with TVB-1, TVB-2 and KXRCF indi-
cators are shown in Figs. 4.5, 4.6 and 4.7.

Now we can conclude that: (1) BDF, BSB, MP and MMP are not proper troubled-cell indicators for ALG 4; (2) With TVB-1,
TVB-2 and KXRCF indicators ALG 4 is more efficient than ALG 3. (3) TVB-2 and KXRCF are the best indicators for ALG 4.

5. Concluding remarks

In this paper, we have systematically studied and compared adaptive RKDG methods using a few different troubled-cell
indicators for one-dimensional conservation laws. The new r-version adaptive RKDG with local moving mesh instead of glo-
bal moving mesh was presented. Extensive simulations on the hyperbolic systems of Euler equations indicate the indicator
KXRCF by Krivodonova et al. [21] is the best indicator for h-method, and both the minmod-based TVB indicator (when the
TVB constant M is suitably chosen) and the KXRCF indicator are better than other choices in all the test cases.

This technique of troubled-cell indicator can also be applied to p-adaptive DG methods for hyperbolic conservation laws.
The idea is straight. One can use high order polynomials to approximate the solution for untroubled cells and use low order
(e.g. constant) polynomials for troubled cells. Combining this with the h-method properly may lead to a more effective hp-
method. The research on these problems and extending the adaptive methods to multi-dimensions are going on.
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