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Abstract. The Runge–Kutta discontinuous Galerkin (RKDG) method is a high order finite element method for solving hyperbolic conservation laws. It uses ideas from high resolution finite volume schemes, such as the exact or approximate Riemann solvers, total variation diminishing (TVD) Runge–Kutta time discretizations, and limiters. It has the advantage of flexibility in handling complicated geometry, h-p adaptivity, and efficiency of parallel implementation, and has been used successfully in many applications. However, the limiters used to control spurious oscillations in the presence of strong shocks are less robust than the strategies of essentially nonoscillatory (ENO) and weighted ENO (WENO) finite volume and finite difference methods. In this paper we investigate using WENO finite volume methodology as limiters for RKDG methods, with the goal of obtaining a robust and high order limiting procedure to simultaneously obtain uniform high order accuracy and sharp, nonoscillatory shock transition for RKDG methods. The traditional finite volume WENO framework based on cell averages is used to reconstruct point values of the solution at Gaussian-type points in those cells where limiting is deemed necessary, and the polynomial solutions in those cells are then rebuilt through numerical integration using these Gaussian points. Numerical results in one and two dimensions are provided to illustrate the behavior of this procedure.
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1. Introduction. In this paper, we investigate using weighted essentially nonoscillatory (WENO) finite volume methodology [18, 17, 12, 16, 21] as limiters for the Runge–Kutta discontinuous Galerkin (RKDG) finite element methods [9, 8, 7, 5, 10, 11], for solving nonlinear hyperbolic conservation laws

\[
\begin{align*}
  u_t + \nabla \cdot f(u) &= 0, \\
  u(x, 0) &= u_0(x),
\end{align*}
\]

with the goal of obtaining a robust and high order limiting procedure to simultaneously obtain uniform high order accuracy and sharp, nonoscillatory shock transition for the RKDG methods.

The first discontinuous Galerkin (DG) method was introduced in 1973 by Reed and Hill [20] in the framework of neutron transport (steady state linear hyperbolic equations). A major development of the DG method was carried out by Cockburn et al. in a series of papers [9, 8, 7, 5, 10], in which they established a framework to easily solve nonlinear time dependent hyperbolic conservation laws (1.1) using explicit, nonlinearly stable high order Runge–Kutta time discretizations [24] and DG
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discretization in space with exact or approximate Riemann solvers as interface fluxes and total variation bounded (TVB) limiter \[22\] to achieve nonoscillatory properties for strong shocks. These schemes are termed RKDG methods.

Given a triangulation consisting of cells \(\triangle j\) (intervals in one dimension, triangles or quadrilaterals in two dimensions, etc.), a semidiscrete DG method for solving the conservation law (1.1) is obtained by multiplying (1.1) with a test function \(v(x)\), integrating over a cell \(\triangle j\), and integrating by parts:

\[
\frac{d}{dt} \int_{\triangle j} u(x,t)v(x)dx - \int_{\triangle j} f(u) \cdot \nabla v dx + \int_{\partial \triangle j} f(u) \cdot n v ds = 0,
\]

where \(n\) is the outward unit normal of the cell boundary \(\partial \triangle j\). We seek a piecewise polynomial \(u\) in \(P_k\) of degree at most \(k\) (\(k\) could actually change from cell to cell, but for simplicity we assume it is a constant over the whole triangulation) such that (1.2) holds for any test function \(v\) also in \(P_k\). The boundary integral in (1.2) is typically discretized by a Gaussian quadrature of sufficiently high order of accuracy

\[
\int_{\partial \triangle j} f \cdot n ds \approx |\partial \triangle j| \sum_{k=1}^{q} \omega_k f(u(G_k,t)) \cdot n
\]

and \(f(u(G_k,t)) \cdot n\) is replaced with a monotone numerical flux (approximate or exact Riemann solvers in the system case). For example, one could use the simple Lax–Friedrichs flux, which is given by

\[
f(u(G_k,t)) \cdot n \approx \frac{1}{2} [(f(u^-(G_k,t)) + f(u^+(G_k,t))) \cdot n - \alpha(u^+(G_k,t) - u^-(G_k,t))],
\]

where \(\alpha\) is taken as an upper bound for \(|f'(u) \cdot n|\) in the scalar case, or the absolute value of eigenvalues of the Jacobian in the \(n\) direction for the system case, and \(u^-\) and \(u^+\) are the values of \(u\) inside the cell \(\triangle j\) and outside the cell \(\triangle j\) (inside the neighboring cell) at the Gaussian point \(G_k\). The idea of using such a numerical flux is borrowed from a finite volume methodology. The test function \(v\) in the boundary integral in (1.2) is taken from inside the cell \(\triangle j\). The volume integral \(\int_{\triangle j} f(u) \cdot \nabla v dx\) in (1.2) is either computed exactly or by a numerical quadrature with sufficient accuracy; see [8, 5] for details. The semidiscrete scheme (1.2), written as

\[
u_t = L(u),
\]

is then discretized in time by a total variation diminishing (TVD) Runge–Kutta method [24], for example, the third order version given by

\[
u^{(1)} = u^n + \Delta t L(u^n),
\]

\[
u^{(2)} = \frac{3}{4} u^n + \frac{1}{4} u^{(1)} + \frac{1}{4} \Delta t L(u^{(1)}),
\]

\[
u^{n+1} = \frac{1}{3} u^n + \frac{2}{3} u^{(2)} + \frac{2}{3} \Delta t L(u^{(2)}).
\]

This scheme, as briefly described above, has the typical advantage of finite element methods in that it can easily handle complicated geometry and arbitrary triangulations. It also has the added advantages, due to the discontinuous nature of the solution and the test function space, in an explicit time marching, of local communications (hence, high efficiency in parallel implementation [2]) and easy \(h-p\) adaptivity.
For these reasons, this scheme is widely used in applications; see, for example the survey paper [6], and other papers in that volume. The lecture notes [4], as well as the extensive review paper [11], are good references offering many details.

The method described above can compute solutions to (1.1), which are either smooth or have weak shocks and other discontinuities, without further modification. If the discontinuities are strong, however, the scheme will generate significant oscillations and even nonlinear instability. To avoid such difficulties, we again borrow a technique of a slope limiter from the finite volume methodology and use it after each Runge–Kutta inner stage (or after the complete Runge–Kutta time step) to control the numerical solution. Many such limiters exist in the literature; for example, the minmod-type limiters in [9, 8, 7, 5, 10], the moment-based limiters in [2], and the more recent limiter in [3]. Such limiters must be designed to control spurious oscillations and at the same time maintain accuracy in smooth regions in a robust way, which is usually difficult to achieve. It is no exaggeration to state that the design of good, robust limiters is one of the bottlenecks to the development of DG methods for solving conservation laws.

On the other hand, the ENO and WENO methods have been developed in the context of finite volume and finite difference frameworks to successfully achieve both uniform high order accuracy and sharp, ENO shock transitions; see, e.g., [14, 24, 25, 18, 17, 12, 16, 21]. The ENO/WENO methodology is more robust than the slope limiter methodology, especially for high order schemes. Thus it would be natural to try to use an ENO or WENO methodology as limiters for the discontinuous Galerkin methods. We make such an attempt in this paper, adopting the following framework:

1. First, we identify the “troubled cells,” namely, those cells which might need the limiting procedure.

2. Second, we replace the solution polynomials in those troubled cells with reconstructed polynomials which maintain the original cell averages (conservation), have the same orders of accuracy as before, but are less oscillatory.

In this paper the first step above is achieved by the usual minmod-type TVB limiters as in [8, 5, 10]. That is, whenever the minmod limiter changes the slope, the cell is declared to be a troubled cell. Of course, if too few cells are identified as troubled cells, oscillations and possible instability may not be avoided. If too many cells are identified as troubled cells, the computational cost associated with the second step will increase. There is clearly room here for improvement and this is left for future study. We emphasize, however, that if the second step above can achieve its goal, then it is less crucial for the first step to identify only the really troubled cells. If a good cell is mistakenly identified as troubled, it will cost extra computational time for the correction in the second step, but no loss of accuracy (at least no loss in the order of accuracy) will result.

It is in the second step above that we use the finite volume WENO reconstruction procedure. The principle in this step is to abandon the solution polynomials in such troubled cells (except for their cell averages to keep conservation) and “reconstruct” new polynomials from the information of neighboring cells. A WENO scheme is used in such reconstructions. The main difficulty in this step is maintaining the original high order accuracy. It turns out that one has to be very careful in order not to lose the order of accuracy in such reconstructions.

In this paper we use the usual WENO reconstructions based on cell averages of neighboring cells, such as in [21, 16], to reconstruct the values of the solutions at certain Gaussian quadrature points in the troubled cells, and then rebuild the solution
polynomials in those troubled cells from the original cell averages and the recon-
structed values at the Gaussian quadrature points through a numerical integration
for the moments. This turns out to be a robust way to retain the original high order
accuracy of the DG method. We describe the details of this procedure in section 2 and
present extensive numerical results in section 3 to verify the accuracy and stability of
this approach. For simplicity, we will present results only in rectangular elements, but
the methodology clearly also applies to triangular elements, which is left for future
work. Concluding remarks and suggestions for future work are given in section 4.

2. WENO reconstruction as a limiter to the RKDG method. In this
section we give the details of the procedure using the WENO reconstruction as a
limiter to the RKDG method. We start with the description in the one-dimensional
case and use the notation in [8]; however, we emphasize that the procedure described
below does not depend on the specific basis chosen for the polynomials. We would
like to solve the one-dimensional scalar conservation law
\begin{align}
\begin{cases}
  u_t + f(u)_x = 0, \\
  u(x, 0) = u_0(x).
\end{cases}
\end{align}

The points \(x_i\) are the centers of the cells \(I_i = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}]\), and we denote the cell sizes
by \(\Delta x_i = x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}\) and the maximum cell size by \(h = \sup I_i \Delta x_i\). The solution, as
well as the test function space, is given by \(V_h^k = \{ p : p|_{I_i} \in P^k(I_i) \}\), where \(P^k(I_i)\) is
the space of polynomials of degree \(\leq k\) on the cell \(I_i\). We adopt a local orthogonal
basis over \(I_i\), \(\{v_i^{l}(x), l = 0, 1, \ldots, k\}\), namely, the scaled Legendre polynomials
\[v_0^{(i)}(x) = 1, \quad v_1^{(i)}(x) = \frac{x - x_i}{\Delta x_i}, \quad v_2^{(i)}(x) = \left(\frac{x - x_i}{\Delta x_i}\right)^2 - \frac{1}{12}, \ldots.\]

Then the numerical solution \(u^h(x, t)\) in the space \(V_h^k\) can be written as
\begin{align}
  u^h(x, t) = \sum_{l=0}^{k} u_i^{(l)}(t)v_i^{(l)}(x) \quad \text{for } x \in I_i
\end{align}

and the degrees of freedom \(u_i^{(l)}(t)\) are the moments defined by
\[u_i^{(l)}(t) = \frac{1}{a_l} \int_{I_i} u^h(x, t)v_i^{(l)}(x)dx, \quad l = 0, 1, \ldots, k,
\]

where \(a_l = \int_{I_i} (v_i^{(l)}(x))^2 dx\) are the normalization constants since the basis is not
orthonormal. In order to determine the approximate solution, we would like to evolve
the degrees of freedom \(u_i^{(l)}\):
\begin{align}
  \frac{d}{dt} u_i^{(l)} + \frac{1}{a_l} \left( - \int_{I_i} f(u^h(x, t)) \frac{d}{dx} v_i^{(l)}(x) dx + \hat{f}(u_{i+1/2}^-, u_{i+1/2}^+)v_i^{(l)}(x_{i+1/2}) \\
  - \hat{f}(u_{i-1/2}^-, u_{i-1/2}^+)v_i^{(l)}(x_{i-1/2}) \right) = 0, \quad l = 0, 1, \ldots, k,
\end{align}

where \(u_{i+1/2}^\pm = u^h(x_{i+1/2}^\pm, t)\) are the left and right limits of the discontinuous solution
\(u^h\) at the cell interface \(x_{i+1/2}\), \(\hat{f}(u^-, u^+)\) is a monotone flux (nondecreasing in the
first argument and nonincreasing in the second) for the scalar case and an exact or
approximate Riemann solver for the system case. The semidiscrete scheme (2.3) is
discretized in time by a nonlinearly stable Runge–Kutta time discretization, e.g., the
third order version (1.3). The integral term in (2.3) can be computed either exactly
or by a suitable numerical quadrature accurate to at least $O(h^{k+l+2})$.

The limiter adopted in [8] is described below in some detail, as it is the one used
in this paper to detect “troubled cells.” Denote

$$u_{i+1/2}^- = u_i^{(0)} + \tilde{u}_i, \quad u_{i-1/2}^+ = u_i^{(0)} - \tilde{u}_i.$$  

From (2.2) we can see that

$$\tilde{u}_i = \sum_{l=1}^{k} u_i^{(l)} v^{(i)}_l (x_{i+1/2}), \quad \tilde{u}_i = - \sum_{l=1}^{k} u_i^{(l)} v^{(i)}_l (x_{i-1/2}).$$

These are modified by either the standard minmod limiter [13]

$$\tilde{m}(a_1, a_2, \ldots, a_n) = \begin{cases} 
  s \cdot \min_{1 \leq j \leq n} |a_j| & \text{if } \text{sign}(a_1) = \text{sign}(a_2) = \cdots = \text{sign}(a_n) = s, \\
  0 & \text{otherwise},
\end{cases}$$  

or by the TVB modified minmod function [22]

$$\tilde{m}(a_1, a_2, \ldots, a_n) = \begin{cases} 
  a_1 & \text{if } |a_1| \leq Mh^2, \\
  m(a_1, a_2, \ldots, a_n) & \text{otherwise},
\end{cases}$$

where $M > 0$ is a constant. The choice of $M$ depends on the solution of the problem.
For scalar problems it is possible to estimate $M$ by the initial condition as in [8] ($M$
is proportional to the second derivative of the initial condition at smooth extrema);
however, it is more difficult to estimate $M$ for the system case. If $M$ is chosen too
small, accuracy may degenerate at smooth extrema of the solution; however, if $M$
is chosen too large, oscillations will appear.

In this paper we use the limiter described above to identify “troubled cells”; i.e.,
if one of the minmod functions gets enacted (returns other than the first argument),
this cell is declared “troubled” and marked for further reconstructions. Since the
reconstruction described below maintains the high order accuracy in the troubled cells,
it is less crucial to choose an accurate $M$. We present in section 3 numerical results
obtained with different $M$’s. Basically, if $M$ is chosen too small, more good cells will
be declared troubled cells and will be subject to unnecessary WENO reconstructions.
This increases the computational cost but does not degrade the order of accuracy in
these cells.

For the troubled cells, we would like to reconstruct the polynomial solution while
retaining its cell average. In other words, we will reconstruct the degrees of freedom,
or the moments, $u_i^{(l)}$ for the troubled cell $I_i$ for $l = 1, \ldots, k$ and retain only the cell
average $u_i^{(0)}$.

We have experimented with several ways to perform this reconstruction and have
settled on the following procedure. We will comment on an alternative procedure in
Remark 2.2 below.
Step 1. Here we reconstruct point values of $u$ at the Gauss or Gauss–Lobatto quadrature points. For the $\mathbb{P}^k$-based DG (which is $(k+1)$th order accurate), we need a Gauss or Gauss–Lobatto quadrature rule accurate to at least $O(k^{2k+2})$, and the order of accuracy for the WENO reconstruction must be at least $2k + 1$. For this purpose, we would need to use the cell averages of the neighboring $2k + 1$ cells $I_{i-k}, \ldots, I_{i+k}$ to reconstruct the point values of $u$ at the Gauss or Gauss–Lobatto quadrature points. In particular, we have used the following quadrature points:

1. For the $\mathbb{P}^1$ case, we use the two-point Gauss quadrature points $x_{i-\sqrt{3}/6}$ and $x_{i+\sqrt{3}/6}$.

2. For the $\mathbb{P}^2$ case, we use the four-point Gauss–Lobatto quadrature points $x_{i-1/2}, x_{i-\sqrt{5}/10}, x_{i+\sqrt{5}/10}$, and $x_{i+1/2}$.

3. For the $\mathbb{P}^3$ case, we use the four-point Gauss quadrature points $x_{i-\sqrt{525+70\sqrt{30}}/70}, x_{i+\sqrt{525-70\sqrt{30}}/70}$, and $x_{i+\sqrt{525+70\sqrt{30}}/70}$.

The WENO reconstruction [18, 17, 1] is then performed:

Step 1.1. We identify $k + 1$ small stencils $S_j, j = 0, \ldots, k$, such that $I_i$ belongs to each of them. Here we set $S_j = \cup_{l=0}^{k} I_{i+j-l}$. We denote by $T = \cup_{j=0}^{k} S_j$ the larger stencil which contains all the cells from the $k + 1$ smaller stencils.

We have a $k$th degree polynomial reconstruction denoted by $p_j(x)$, associated with each of the stencils $S_j, j = 0, \ldots, k$, such that the cell average of $p_j(x)$ in each of the cells in the stencil $S_j$ agrees with the given cell average of $u$, i.e.,

$$\frac{1}{\Delta x_{i+j-l}} \int_{I_{i+j-l}} p_j(x) dx = u_{i+j-l}^{(0)}, \quad l = 0, \ldots, k.$$

We also have a higher order $(2k)$th degree polynomial reconstruction denoted by $Q(x)$, associated with the larger stencil $T$, such that

$$\frac{1}{\Delta x_{i+j-l}} \int_{I_{i+j}} Q(x) dx = u_{i+j}^{(0)}, \quad l = -k, \ldots, k.$$

The detail of the construction of $p_j(x)$ and $Q(x)$ can be found in [23].

Step 1.2. We find the combination coefficients, also called linear weights, denoted by $\gamma_0, \ldots, \gamma_k$, which satisfy

$$Q(x_G) = \sum_{j=0}^{k} \gamma_j p_j(x_G),$$

where $x_G$ is a Gauss quadrature point. Different quadrature points correspond to different linear weights. The value of the functions $Q(x)$ and $p_j(x), j = 0, \ldots, k$, at a Gaussian point $x_G$ can be written as a linear combination of $u_i^{(0)}$ in the stencil. For example, when $k = 2$, with a uniform mesh, for $x_G = x_{i+1/2}$, we have

$$p_0(x_G) = - \frac{1}{3} u_{i-2}^{(0)} + \frac{7}{6} u_{i-1}^{(0)} + \frac{11}{6} u_i^{(0)},$$

$$p_1(x_G) = - \frac{1}{3} u_{i-1}^{(0)} + \frac{5}{6} u_i^{(0)} + \frac{1}{3} u_{i+1}^{(0)},$$

$$p_2(x_G) = \frac{1}{3} u_i^{(0)} + \frac{5}{6} u_{i+1}^{(0)} - \frac{1}{6} u_{i+2}^{(0)},$$

$$Q(x_G) = \frac{1}{30} u_{i-2}^{(0)} - \frac{13}{60} u_{i-1}^{(0)} + \frac{19}{60} u_i^{(0)} + \frac{9}{20} u_{i+1}^{(0)} - \frac{1}{20} u_{i+2}^{(0)},$$

and

$$\gamma_0 = \frac{1}{10}, \quad \gamma_1 = \frac{6}{10}, \quad \gamma_2 = \frac{3}{10}.$$
For \( x_G = x_{i + \sqrt{5}/10} \) we have

\[
p_0(x_G) = \left( -\frac{1}{60} + \frac{\sqrt{5}}{20} \right) u_{i-2}^{(0)} + \left( \frac{1}{30} - \frac{\sqrt{5}}{5} \right) u_{i-1}^{(0)} + \left( \frac{59}{60} + \frac{3\sqrt{5}}{20} \right) u_{i}^{(0)},
\]

\[
p_1(x_G) = \left( -\frac{1}{60} - \frac{\sqrt{5}}{20} \right) u_{i-1}^{(0)} + \frac{31}{30} u_{i}^{(0)} + \left( -\frac{1}{60} + \frac{\sqrt{5}}{20} \right) u_{i+1}^{(0)},
\]

\[
p_2(x_G) = \left( \frac{59}{60} - \frac{3\sqrt{5}}{20} \right) u_{i}^{(0)} + \left( \frac{1}{30} + \frac{\sqrt{5}}{5} \right) u_{i+1}^{(0)} + \left( -\frac{1}{60} - \frac{\sqrt{5}}{20} \right) u_{i+2}^{(0)},
\]

\[
Q(x_G) = \frac{1 + 6\sqrt{5}}{600} u_{i-2}^{(0)} - \frac{7 + 21\sqrt{5}}{300} u_{i-1}^{(0)} + \frac{313}{300} u_{i}^{(0)} + \frac{-7 + 21\sqrt{5}}{300} u_{i+1}^{(0)} + \frac{1 - 6\sqrt{5}}{600} u_{i+2}^{(0)},
\]

and

\[
\gamma_0 = \frac{91 + 9\sqrt{5}}{440}, \quad \gamma_1 = \frac{129}{220}, \quad \gamma_2 = \frac{91 - 9\sqrt{5}}{440}.
\]

The linear combination coefficients of the values of the functions \( Q(x) \) and \( p_j(x) \), \( j = 0, \ldots, k \), and the linear weights for the Gaussian points \( x_{i-1/2} \) and \( x_{i-\sqrt{5}/10} \) are mirror symmetric with respect to those at \( x_{i+1/2} \) and \( x_{i+\sqrt{5}/10} \), respectively.

**Step 1.3.** We compute the smoothness indicator, denoted by \( \beta_j \), for each stencil \( S_j \), which measures how smooth the function \( p_j(x) \) is in the target cell \( I_i \). The smaller this smoothness indicator \( \beta_j \) is, the smoother the function \( p_j(x) \) is in the target cell. The smoothness indicators are the same for the reconstruction at all Gauss points in the same cell, thus significantly reducing the computational cost. As in [17, 1], we use the following smoothness indicator:

\[
(2.6) \quad \beta_j = \sum_{l=1}^{k} \int_{I_i} \Delta x_i^{2l-1} \left( \frac{\partial^l}{\partial x^l} p_j(x) \right)^2 \, dx.
\]

In the actual numerical implementation the smoothness indicators \( \beta_j \) are written out explicitly as quadratic forms of the cell averages of \( u \) in the stencil; see [17, 1, 23] for details.

**Step 1.4.** We compute the nonlinear weights based on the smoothness indicators,

\[
(2.7) \quad \omega_j = \frac{\xi_j}{\sum \omega_l}, \quad \xi_j = \frac{\gamma_j}{\sum (\varepsilon + \beta_j)^2},
\]

where \( \gamma_j \) are the linear weights determined in Step 1.2 above, and \( \varepsilon \) is a small number to avoid the denominator becoming zero. We use \( \varepsilon = 10^{-6} \) in all computations in this paper. The final WENO approximation is then given by

\[
(2.8) \quad u_G \approx \sum_{j=0}^{k} \omega_j p_j(x_G).
\]

**Step 2.** We obtain the reconstructed moments based on the reconstructed point values \( u(x_G) \) at the Gauss or Gauss–Lobatto quadrature points \( x_G \) and a numerical integration

\[
u_i^{(0)} = \frac{\Delta x_i}{a_i} \sum_{G} w_G u(x_G) v_i^{(0)}(x_G), \quad l = 1, \ldots, k.
\]
Here \( w_G \) are the Gaussian quadrature weights for the Gaussian points \( x_G \). The polynomial solution in this cell \( I_i \) is then obtained by (2.2) with these reconstructed moments \( u_{i}^{(l)} \) for \( l = 1, \ldots, k \) and the original cell average \( u_{i}^{(0)} \).

**Remark 2.1.** For the \( \mathbb{P}^2 \) case, we can also reconstruct values of \( u \) at the three Gauss quadrature points by the fifth order WENO. But the linear weights at the middle Gaussian point \( x_j \) are negative. Although such a negative weight case can be treated by the technique developed in [21], we have opted to use the four-point Gauss–Lobatto quadrature to guarantee positive linear weights.

**Remark 2.2.** It would seem to be more natural to reconstruct the moments \( u_{i}^{(l)} \) for \( l = 1, \ldots, k \) directly from the cell averages of neighboring cells. The procedure is similar to what is described above, with Step 1.2 replaced by the following.

**Step 1.2’.** We find the combination coefficients, also called linear weights, denoted by \( \gamma_0, \ldots, \gamma_k \), which satisfy

\[
\int_{I_i} Q(x) u_{i}^{(l)}(x) dx = \sum_{j=0}^{k} \gamma_j \int_{I_i} p_j(x) u_{i}^{(l)}(x) dx, \quad l = 1, \ldots, k.
\]

The final WENO approximation to the moments are then given by

\[
u_{i}^{(l)} \approx \frac{1}{a_l} \sum_{j=0}^{k} \omega_j \int_{I_i} p_j(x) u_{i}^{(l)}(x) dx, \quad l = 1, \ldots, k,
\]

and Step 2 is no longer needed.

Indeed, this approach works well for the \( \mathbb{P}^1 \) and \( \mathbb{P}^2 \) cases (results will not be presented in this paper). Unfortunately, the linear weights for such reconstructions do not exist for the \( \mathbb{P}^3 \) case.

For the system cases, in order to achieve better qualities at the price of more complicated computations, the WENO reconstruction limiter is always used with a local characteristic field decomposition; see, e.g., [23] for details. To find “troubled cells” we could use either a componentwise minmod TVB limiter or a characteristic one. It turns out that, even though a componentwise minmod TVB limiter saves CPU time, it tends to give false alarms for many cells (i.e., declaring too many good cells as troubled cells), and thus the WENO reconstruction is performed in many more cells. We have thus used a characteristic-based minmod TVB limiter to detect troubled cells.

For two spatial dimensions we choose to reconstruct values of the function \( u \) in troubled cells at the tensor product Gauss or Gauss–Lobatto points for the rectangular elements considered in this paper. The actual WENO reconstruction we use is the one in [21]. For triangular elements (not considered in this paper), suitable quadrature points such as the ones in [15] and the WENO reconstruction procedure in [16] should be used.

We have given the details of the minmod TVB limiters used to identify troubled cells for the one-dimensional scalar cases in this section (see also [8]). For the one-dimensional system case, we use the characteristic-based limiter procedure [7]. For the two-dimensional scalar case we use the TVB limiter defined in [5] and for the two-dimensional system case, we use the characteristic-based procedure described in [10].

3. **Numerical results.** In this section we provide extensive numerical experimental results to demonstrate the performance of the WENO reconstruction limiter for the RKDG methods described in section 2.
Table 1

<table>
<thead>
<tr>
<th></th>
<th>DG with WENO limiter</th>
<th>DG with no limiter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_1$ error</td>
<td>Order</td>
</tr>
<tr>
<td>10</td>
<td>4.61E-02</td>
<td>2.25E-01</td>
</tr>
<tr>
<td>20</td>
<td>1.16E-02</td>
<td>2.25E-01</td>
</tr>
<tr>
<td>40</td>
<td>2.14E-03</td>
<td>2.25E-01</td>
</tr>
<tr>
<td>80</td>
<td>2.85E-04</td>
<td>2.25E-01</td>
</tr>
<tr>
<td>160</td>
<td>5.95E-05</td>
<td>2.25E-01</td>
</tr>
<tr>
<td>320</td>
<td>1.45E-05</td>
<td>2.25E-01</td>
</tr>
</tbody>
</table>

3.1. Accuracy test. We first test the accuracy of the schemes on scalar and system problems. For all accuracy tests we have used the TVB minmod limiter with a small $M = 0.01$ to identify troubled cells (this is close to a TVD limiter with $M = 0$), resulting in many good cells identified as troubled cells. In this way we can clearly see the effect of the WENO reconstruction limiter on the accuracy of the RKDG method; namely, the order of accuracy is maintained after the application of this limiter. As a comparison, the RKDG method, with the TVB minmod limiter itself using such a small $M = 0.01$, would degenerate to second order accuracy in the $L_1$ norm (first order in the $L_\infty$ norm) for these smooth problems.

We have tested many standard problems for accuracy, such as one- and two-dimensional linear advection, one- and two-dimensional nonlinear Burgers equations, and one- and two-dimensional nonlinear Euler equations. Both uniform and nonuniform meshes are used. The nonuniform meshes are obtained by randomly perturbing the cell boundaries of a uniform mesh within 10%. We present only the results of the one- and two-dimensional Burgers equations and two-dimensional nonlinear Euler equations on nonuniform meshes as representative examples.

Example 3.1. We solve the following nonlinear scalar Burgers equation:

$$ u_t + \left( \frac{u^2}{2} \right)_x = 0 $$

with the initial condition $u(x, 0) = 0.5 + \sin(\pi x)$, with 2-periodic boundary conditions. When $t = 0.5/\pi$ the solution is still smooth. The errors and numerical orders of accuracy for the RKDG method with a WENO limiter compared to the original RKDG method without a limiter are shown in Table 1. We can see that the WENO limiter keeps both the designed order and the magnitude of accuracy of the original
Table 2

Burgers equation \( u_t + (u^2/2)_x + (u^2/2)_y = 0 \). Initial condition \( u(x, y, 0) = 0.5 + \sin(\pi(x+y)/2) \) and periodic boundary conditions. RKDG with WENO limiter (\( M = 0.01 \)) compared to RKDG without limiter. Lax-Friedrichs flux. \( t = 0.5/\pi \). \( L_1 \) and \( L_{\infty} \) errors. Nonuniform meshes with \( N \times N \) cells.

<table>
<thead>
<tr>
<th>( N \times N )</th>
<th>DG with WENO limiter</th>
<th>DG with no limiter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10 \times 10 )</td>
<td>( 6.17E-02 ) 6.33E-01</td>
<td>3.20E-02 3.51E-01</td>
</tr>
<tr>
<td>( 20 \times 20 )</td>
<td>( 1.42E-02 ) 2.12 2.51E-01</td>
<td>7.81E-03 2.04 1.16E-01 1.60</td>
</tr>
<tr>
<td>( 40 \times 40 )</td>
<td>( 3.03E-03 ) 2.23 4.80E-02</td>
<td>2.39 1.92E-03 2.02 3.68E-02 1.65</td>
</tr>
<tr>
<td>( 80 \times 80 )</td>
<td>( 5.42E-04 ) 2.48 1.02E-02</td>
<td>2.23 4.70E-04 2.03 1.02E-02 1.85</td>
</tr>
<tr>
<td>( 160 \times 160 )</td>
<td>( 1.26E-04 ) 2.10 7.27E-03</td>
<td>1.91 1.16E-04 2.02 2.72E-03 1.91</td>
</tr>
<tr>
<td>( 320 \times 320 )</td>
<td>( 3.15E-05 ) 2.01 6.99E-04</td>
<td>1.96 2.89E-05 2.01 6.99E-04 1.96</td>
</tr>
<tr>
<td>( 10 \times 10 )</td>
<td>( 1.31E-02 ) 1.75E-01</td>
<td>5.61E-03 1.69E-01</td>
</tr>
<tr>
<td>( 20 \times 20 )</td>
<td>( 1.16E-03 ) 3.49 4.95E-02</td>
<td>1.83 9.06E-04 2.64 4.94E-02 1.77</td>
</tr>
<tr>
<td>( 40 \times 40 )</td>
<td>( 1.34E-04 ) 3.15 7.09E-03</td>
<td>2.90 1.22E-04 2.88 7.09E-03 2.80</td>
</tr>
<tr>
<td>( 80 \times 80 )</td>
<td>( 1.62E-05 ) 3.01 1.12E-03</td>
<td>2.67 1.57E-05 2.96 1.12E-03 2.67</td>
</tr>
<tr>
<td>( 160 \times 160 )</td>
<td>( 2.05E-06 ) 2.99 1.66E-04</td>
<td>2.75 1.98E-06 2.98 1.66E-04 2.75</td>
</tr>
<tr>
<td>( 320 \times 320 )</td>
<td>( 2.64E-07 ) 2.95 2.27E-05</td>
<td>2.87 2.54E-07 2.97 2.27E-05 2.87</td>
</tr>
<tr>
<td>( 10 \times 10 )</td>
<td>( 7.98E-03 ) 1.75E-01</td>
<td>1.96E-03 8.66E-02</td>
</tr>
<tr>
<td>( 20 \times 20 )</td>
<td>( 2.37E-04 ) 5.07 1.32E-02</td>
<td>3.73 1.29E-04 3.93 1.04E-02 3.06</td>
</tr>
<tr>
<td>( 40 \times 40 )</td>
<td>( 9.17E-06 ) 4.67 9.17E-04</td>
<td>3.84 9.23E-06 3.80 9.18E-04 3.51</td>
</tr>
<tr>
<td>( 80 \times 80 )</td>
<td>( 5.84E-07 ) 4.00 8.08E-05</td>
<td>3.51 5.85E-07 3.98 8.08E-05 3.51</td>
</tr>
<tr>
<td>( 160 \times 160 )</td>
<td>( 3.71E-08 ) 3.98 5.52E-06</td>
<td>3.87 3.71E-08 3.98 5.52E-06 3.87</td>
</tr>
<tr>
<td>( 320 \times 320 )</td>
<td>( 2.34E-09 ) 3.99 3.58E-07</td>
<td>3.94 2.34E-09 3.99 3.58E-07 3.94</td>
</tr>
</tbody>
</table>

RKDG method.

Example 3.2. We solve the following nonlinear scalar Burgers equation in two dimensions:

\[
(3.2) \quad u_t + \left( \frac{u^2}{2} \right)_x + \left( \frac{u^2}{2} \right)_y = 0
\]

with the initial condition \( u(x, y, 0) = 0.5 + \sin(\pi(x+y)/2) \) and a 4-periodic boundary condition in both directions. When \( t = 0.5/\pi \) the solution is still smooth. The errors and numerical orders of accuracy for the RKDG method with a WENO limiter compared to the original RKDG method without a limiter are shown in Table 2. We can see that, again, the WENO limiter keeps both the designed order and the magnitude of accuracy of the original RKDG method.

Example 3.3. We solve the following nonlinear system of Euler equations:

\[
(3.3) \quad \xi_t + f(\xi)_x + g(\xi)_y = 0
\]

with

\[
\xi = (\rho, \rho u, \rho v, E)^T, \quad f(\xi) = (\rho u, \rho u^2 + p, \rho uv, u(E + p))^T, \\
g(\xi) = (\rho v, \rho uv, \rho v^2 + p, v(E + p))^T.
\]

Here \( \rho \) is the density, \((u, v)\) is the velocity, \( E \) is the total energy, \( p \) is the pressure, which is related to the total energy by \( E = \frac{p}{\gamma - 1} + \frac{1}{2} \rho (u^2 + v^2) \) with \( \gamma = 1.4 \). The initial condition is set to be \( \rho(x, y, 0) = 1 + 0.2 \sin(\pi(x+y)), u(x, y, 0) = 0.7, v(x, y, 0) = 0.3, \)
**Table 3**

**Euler equations.** Initial condition \( \rho(x, y, 0) = 1 + 0.2 \sin(\pi(x+y)), \) \( u(x, y, 0) = 0.7, \) \( v(x, y, 0) = 0.3, \) \( p(x, y, 0) = 1 \) and periodic boundary conditions. RKDG with WENO limiter \( (M = 0.01) \) compared to RKDG without limiter. Lax–Friedrichs flux. \( t = 2.0. \) \( L_1 \) and \( L_\infty \) errors for the density \( \rho. \) Nonuniform meshes with \( N \times N \) cells.

<table>
<thead>
<tr>
<th>( N \times N )</th>
<th>DG with WENO limiter</th>
<th>DG with no limiter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( L_1 ) error</td>
<td>Order</td>
</tr>
<tr>
<td>( 10 \times 10 )</td>
<td>3.48E-02</td>
<td>7.34E-02</td>
</tr>
<tr>
<td>( 20 \times 20 )</td>
<td>6.89E-03</td>
<td>2.34</td>
</tr>
<tr>
<td>( 40 \times 40 )</td>
<td>1.21E-03</td>
<td>2.51</td>
</tr>
<tr>
<td>( 80 \times 80 )</td>
<td>2.33E-04</td>
<td>2.37</td>
</tr>
<tr>
<td>( 160 \times 160 )</td>
<td>5.19E-05</td>
<td>2.51</td>
</tr>
<tr>
<td>( 10 \times 10 )</td>
<td>1.26E-03</td>
<td>8.22E-03</td>
</tr>
<tr>
<td>( 20 \times 20 )</td>
<td>9.7E-05</td>
<td>3.66</td>
</tr>
<tr>
<td>( 40 \times 40 )</td>
<td>9.61E-06</td>
<td>3.38</td>
</tr>
<tr>
<td>( 80 \times 80 )</td>
<td>1.0E-06</td>
<td>3.12</td>
</tr>
<tr>
<td>( 160 \times 160 )</td>
<td>1.34E-07</td>
<td>3.04</td>
</tr>
<tr>
<td>( 10 \times 10 )</td>
<td>8.10E-04</td>
<td>2.04E-03</td>
</tr>
<tr>
<td>( 20 \times 20 )</td>
<td>6.68E-06</td>
<td>6.92</td>
</tr>
<tr>
<td>( 40 \times 40 )</td>
<td>5.24E-07</td>
<td>3.67</td>
</tr>
<tr>
<td>( 80 \times 80 )</td>
<td>3.44E-08</td>
<td>3.93</td>
</tr>
<tr>
<td>( 160 \times 160 )</td>
<td>2.05E-09</td>
<td>4.07</td>
</tr>
</tbody>
</table>

\( p(x, y, 0) = 1, \) with a 2-periodic boundary condition. The exact solution is \( \rho(x, y, t) = 1 + 0.2 \sin(\pi(x+y) - (u+v)t), \) \( u = 0.7, \) \( v = 0.3, \) \( p = 1. \) We compute the solution up to \( t = 2. \) The errors and numerical orders of accuracy for the RKDG method with a WENO limiter compared to the original RKDG method without a limiter are shown in Table 3. We can see that, again, the WENO limiter keeps both the designed order and the magnitude of accuracy of the original RKDG method.

### 3.2. Test cases with shocks.

We now test the performance of the RKDG method with WENO limiters for problems containing shocks. We have used both uniform and nonuniform meshes in the numerical experiments, obtaining similar results. We will only show results with uniform meshes. We have also computed many more problems, such as the two-dimensional forward facing step problem, but will not present all the results. For a direct comparison with the RKDG method using the original minmod TVB limiter, we refer to the results in [8, 7, 5, 10]. In general, the results are comparable when \( M \) is chosen adequately. When \( M \) is chosen too small, however, the RKDG method with the new limiter produces much better results than with the original minmod TVB limiter.

**Example 3.4.** We solve the same nonlinear Burgers equation (3.1) as in Example 3.1 with the same initial condition \( u(x, 0) = 0.5 + \sin(\pi x), \) except that we now plot the results at \( t = 1.5/\pi \) when a shock has already appeared in the solution. In Figure 1, the solutions of RKDG with a WENO limiter using \( N = 80 \) cells are shown. We can see that schemes of all orders give good nonoscillatory shock transitions for this problem.

**Example 3.5.** We solve the nonlinear nonconvex scalar Buckley–Leverett problem

\[
\frac{u_t}{u} + \left( \frac{4u^2}{4u^2 + (1-u)^2} \right)_x = 0
\]
Fig. 1. Burgers equation. $u(x,0) = 0.5 + \sin(\pi x)$. $t = 1.5/\pi$. $N = 80$ cells. RKDG with WENO limiters. Solid line: the exact solution. Squares: numerical solution (one point per cell). Left: $k = 1$. Middle: $k = 2$. Right: $k = 3$.

Fig. 2. The Buckley–Leverett problem. $t = 0.4$. $N = 80$ cells. RKDG with WENO limiters. Solid line: the exact solution. Squares: numerical solution (one point per cell). Left: $k = 1$. Middle: $k = 2$. Right: $k = 3$.

with the initial data $u = 1$ when $-\frac{1}{2} \leq x \leq 0$ and $u = 0$ elsewhere. The solution is computed up to $t = 0.4$. The exact solution is a shock-rarefaction-contact discontinuity mixture. We remark that some high order schemes may fail to converge to the correct entropy solution for this problem. In Figure 2, the solutions of RKDG with a WENO limiter using $N = 80$ cells are shown. We can see that schemes of all orders give good nonoscillatory resolutions to the correct entropy solution for this problem.

Example 3.6. We solve the following one-dimensional nonlinear system of Euler equations:

$$(3.5) \quad u_t + f(u)_x = 0$$

with

$$u = (\rho, \rho v, E)^T, \quad f(u) = (\rho v, \rho v^2 + p, v(E + p))^T.$$  

Here $\rho$ is the density, $v$ is the velocity, $E$ is the total energy, and $p$ is the pressure, related to the total energy by $E = \frac{p}{\gamma - 1} + \frac{1}{2} \rho v^2$ with $\gamma = 1.4$.

We use the following Riemann initial condition for the Lax problem:

$$(\rho, v, p) = (0.445, 0.698, 3.528) \text{ for } x \leq 0; \quad (\rho, v, p) = (0.5, 0, 0.571) \text{ for } x > 0.$$  

The computed density $\rho$ is plotted at $t = 1.3$ against the exact solution. In this example we explore the effect of the TVB constant $M$ in the minmod limiter to identify troubled cells. We observe that, with an increased $M$, we have fewer cells identified as troubled cells and subject to WENO limiting, and the resolution of the contact discontinuity improves with an increased $M$, indicating that the RKDG
method does a better job than the WENO reconstruction in keeping sharp contact discontinuities. Thus we might want to choose a larger $M$ within the range allowed by stability to minimize the number of troubled cells subject to WENO limiting, both to save computational cost and to improve resolution at contact discontinuities. In Figures 3–8, we plot the densities by RKDG with WENO limiters using $N = 200$ cells, and the time history of the “troubled cells,” for the $M = 0.01$, $M = 1$, and $M = 50$ cases.

Example 3.7. A higher order scheme would show its advantage when the solution contains both shocks and complex smooth region structures. A typical example for this is the problem of shock interaction with entropy waves [25]. We solve the Euler equations (3.5) with a moving Mach = 3 shock interacting with sine waves in density,
i.e., initially

\[(\rho, v, p) = (3.857143, 2.629369, 10.33333) \quad \text{for} \quad x < -4;\]

\[(\rho, v, p) = (1 + \varepsilon \sin(5x), 0, 1) \quad \text{for} \quad x \geq -4.\]

Here we take \(\varepsilon = 0.2\). The computed density \(\rho\) is plotted at \(t = 1.8\) against the referenced “exact” solution, which is a converged solution computed by the fifth order finite difference WENO scheme [17] with 2000 grid points.

We again explore the effect of the TVB constant \(M\) in the minmod limiter to identify troubled cells. As before, we observe that, with an increased \(M\), we have fewer cells identified as troubled cells and subject to WENO limiting, and the resolution of the detailed structures in the solution behind the shock improves with an increased \(M\),
Fig. 9. The shock density wave interaction problem. $t = 1.8$. RKDG with WENO limiters. 200 cells. TVB constant $M = 0.01$. Density. Solid line: the “exact” solution. Squares: numerical solution (one point per cell). Left: $k = 1$. Middle: $k = 2$. Right: $k = 3$.

Fig. 10. The shock density wave interaction problem. $t = 1.8$. RKDG with WENO limiters. 200 cells. TVB constant $M = 0.01$. Time history of the “troubled cells.” Squares denote cells which are identified as “troubled cells” subject to WENO limiting. Left: $k = 1$. Middle: $k = 2$. Right: $k = 3$.

Fig. 11. The shock density wave interaction problem. $t = 1.8$. RKDG with WENO limiters. 200 cells. TVB constant $M = 10$. Density. Solid line: the “exact” solution. Squares: numerical solution (one point per cell). Left: $k = 1$. Middle: $k = 2$. Right: $k = 3$.

indicating that the RKDG method does a better job than the WENO reconstruction in keeping such resolution. Thus we might want to choose a larger $M$ within the range allowed by stability to minimize the number of troubled cells subject to WENO limiting, both to save computational cost and to improve resolution. In Figures 9–14, we plot the densities by RKDG with WENO limiters using $N = 200$ cells, and the time history of the “troubled cells,” for the $M = 0.01$, $M = 10$, and $M = 300$ cases. We note that when $M = 300$, no “troubled cells” have been identified near the weak shocks in Figure 14, thus introducing small spurious oscillations near the weak shocks in Figure 13. This indicates that $M = 300$ might be too large.
Fig. 12. The shock density wave interaction problem. $t = 1.8$. RKDG with WENO limiters. 200 cells. TVB constant $M = 10$. Time history of the “troubled cells.” Squares denote cells which are identified as “troubled cells” subject to WENO limiting. Left: $k = 1$. Middle: $k = 2$. Right: $k = 3$.

Fig. 13. The shock density wave interaction problem. $t = 1.8$. RKDG with WENO limiters. 200 cells. TVB constant $M = 300$. Density. Solid line: the “exact” solution. Squares: numerical solution (one point per cell). Left: $k = 1$. Middle: $k = 2$. Right: $k = 3$.

Fig. 14. The shock density wave interaction problem. $t = 1.8$. RKDG with WENO limiters. 200 cells. TVB constant $M = 300$. Time history of the “troubled cells.” Squares denote cells which are identified as “troubled cells” subject to WENO limiting. Left: $k = 1$. Middle: $k = 2$. Right: $k = 3$.

Example 3.8. We consider the interaction of blast waves of Euler equation (3.5) with the initial conditions

$$(\rho, v, p) = (1, 0, 1000) \quad \text{for } 0 \leq x < 0.1;$$  
$$(\rho, v, p) = (1, 0, 0.01) \quad \text{for } 0.1 \leq x < 0.9;$$  
$$(\rho, v, p) = (1, 0, 100) \quad \text{for } 0.9 \leq x.$$ 

A reflecting boundary condition is applied to both ends. See [26, 14]. The computed density $\rho$ is plotted at $t = 0.038$ against the reference “exact” solution, which is a converged solution computed by the fifth order finite difference WENO scheme [17] with 2000 grid points.
In Figures 15–20, we plot the densities by RKDG with WENO limiters using \( N = 400 \) cells, and the time history of the “troubled cells,” for the \( M = 0.01 \), \( M = 10 \), and \( M = 300 \) cases. As before, we explore the effect of the TVB constant \( M \) in the minmod limiter to identify troubled cells. We observe the same pattern as before, namely, with an increased \( M \) we have fewer cells identified as troubled cells and subject to WENO limiting, and the resolution of the numerical solution improves with an increased \( M \) up to a certain value (compare, for example, the resolution of \( M = 10 \) in Figure 17 with that of \( M = 0.01 \) in Figure 15), indicating that the RKDG method does a better job than the WENO reconstruction in keeping such resolution. Thus we might want to choose a larger \( M \) within the range allowed by stability to minimize the number of troubled cells subject to WENO limiting, both to save computational
cost and to improve resolution. However, if $M$ is chosen too large, the improvement of resolution is not clear for this example. There is even some degradation of resolution in Figure 19 for $M = 300$ compared with Figure 17 for $M = 10$. We also notice that the resolution improves from $P^1$ to $P^2$, but deteriorates slightly from $P^2$ to $P^3$ for this problem.

Example 3.9. Double Mach reflection. This problem is originally from [26]. The computational domain for this problem is $[0, 4] \times [0, 1]$. The reflecting wall lies at the bottom, starting from $x = \frac{1}{6}$. Initially a right-moving Mach 10 shock is positioned at $x = \frac{1}{6}$, $y = 0$ and makes a $60^\circ$ angle with the $x$-axis. For the bottom boundary, the exact postshock condition is imposed for the part from $x = 0$ to $x = \frac{1}{6}$ and a reflective boundary condition is used for the rest. At the top boundary, the flow values are set
to describe the exact motion of a Mach 10 shock. We compute the solution up to $t = 0.2$. In Table 4, we document the percentage of cells declared to be “troubled cells” for different orders of accuracy and different TVB constants $M$ in the minmod limiter. We can see that only a small percentage of cells are declared “troubled cells.” Three different uniform meshes, with $480 \times 120$, $960 \times 240$, and $1920 \times 480$ cells, and three different orders of accuracy for the RKDG with WENO limiters, from $k = 1$ to $k = 3$ (second to fourth order), as well as three different values of the TVB constant, $M = 0.01$, $M = 1$, and $M = 100$, are used in the numerical experiments. In Figures 21 and 22, we show only the simulation results on the most refined mesh with $1920 \times 480$ cells with $M = 0.01$ and $M = 100$, and in Figures 23 and 24 show the more detailed “zoomed-in” figures around the double Mach stem for the cases with $960 \times 240$ and

![Fig. 21. Double Mach reflection problem. RKDG with WENO limiters. 1920 × 480 cells. TVB constant $M = 0.01$. Thirty equally spaced density contours from 1.5 to 22.7. Top: $k = 1$. Middle: $k = 2$. Bottom: $k = 3$.](image-url)
1920 × 480 cells with $M = 0.01$ and $M = 100$. All the figures show 30 equally spaced density contours from 1.5 to 22.7. The results are comparable with those obtained in [10] using TVB minmod limiters with $M = 50$. Clearly, the resolution improves with an increasing $k$ on the same mesh. Also, the resolution is slightly better for $M = 100$ than for $M = 0.01$; however, this difference is not significant.

4. Concluding remarks. We have developed a new limiter for the RKDG methods solving hyperbolic conservation laws using finite volume high order WENO reconstructions. The idea is to first identify troubled cells subject to the WENO limiting, using a TVB minmod-type limiter, then reconstruct the polynomial solution inside the troubled cells by WENO reconstruction using the cell averages of neighboring cells, while maintaining the original cell averages of the troubled cells. Numerical results are provided to show that the method is stable, accurate, and robust in maintaining accuracy. Improving the procedure for identifying troubled cells, improving the WENO reconstruction using more compact stencils (Hermite-type reconstructions), using ENO rather than WENO for the reconstruction (as the linear weights often fail to exist for some choices of the reconstruction [19]), and implementing the method for more general meshes and three-dimensional problems constitute ongoing research.
Fig. 23. Double Mach reflection problem. RKDG with WENO limiters. 960 \times 240 cells. Zoomed-in region shown for more details. TVB constant $M = 0.01$ (left) and $M = 100$ (right). Thirty equally spaced density contours from 1.5 to 22.7. Top: $k = 1$. Middle: $k = 2$. Bottom: $k = 3$. 
Fig. 24. Double Mach reflection problem. RKDG with WENO limiters. $1920 \times 480$ cells. Zoomed-in region shown for more details. TVB constant $M = 0.01$ (left) and $M = 100$ (right). Thirty equally spaced density contours from 1.5 to 22.7. Top: $k = 1$. Middle: $k = 2$. Bottom: $k = 3$. 
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