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Abstract

In this paper, we propose to combine a new fifth order finite difference weighted essentially
non-oscillatory (WENO) scheme with high order fast sweeping methods, for directly solving
static Hamilton—Jacobi equations. This is motivated by the work in Xiong et al. (J Sci Comput
45(1-3):514-536,2010), where a fifth order fast sweeping method base on the classical finite
difference WENO scheme is developed. Numerical results in Xiong et al. (2010) show that
the iterative numbers of the scheme for some cases are very sensitive to the parameter e,
which is used to avoid the denominator to be O in the nonlinear weights. Here we propose to
use the new fifth order finite difference WENO-ZQ scheme, which was recently developed in
Zhu and Qiu (J Comput Phys 318:110-121, 2016), to alleviate this problem. Besides, to save
computational cost from WENO reconstructions, a hybrid finite difference linear and WENO
scheme is used, which works more robustly. Numerical experiments will be performed to
demonstrate the good performance of the new proposed approach.
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1 Introduction

In this paper, we consider the following static Hamilton—Jacobi (HJ) equation

P (x) = g(x), xel CcQ, (1.1)

{H(W, x) = f(x), xeQ\T,
where € is the computational domain in R, the function g(x) is the boundary condition
on the subset I' C €2, the Hamiltonian H is a nonlinear Lipschitz continuous function. HJ
equations have many applications, such as in optimal control, computer vision, differential
game and geometric optics [6,27]. Among them, the Eikonal equation is a special class and
plays an extremely important role, which can be described as

[|V¢| =f(x), xeQ\T, (12)

Ppx) =gx), xel CQ,

where f(x) is a positive function.

The boundary value problem (BVP) (1.1) can be solved by classical methods from charac-
teristics in the phase space. Although the characteristics may never intersect in phase space,
their projection into physical space may intersect so that the solution is not unique in physi-
cal space [30]. In [2] Crandall and Lions introduced the concept of viscosity solutions, and
physically relevant solution can be defined for such first order nonlinear equations (1.1).

There are mainly two classes of numerical methods for solving static HJ equations. The
first one is to solve the time-dependent problem

¢+ H(V$) = f(x), xeR’,

with pseudo-time iterations. The equation is first discretized in time by, e.g., a total variation
diminishing (TVD) Runge-Kutta time discretization [21], and then is evolved in time until
the numerical solution converges. However, such a method requires too many time steps for
the convergence of the solution on the entire domain, due to the finite speed of propagation.
CFL time step restriction is also needed for stability. The other is to solve the stationary BVP
directly, such as the fast marching method (FMM) [4,20,24] and the fast sweeping method
(FSM) [9,10,23,31,32]. As compared to FMM, FSM can be designed to be arbitrarily high
order and it becomes an important approach. In [1], Boué and Dupuis first proposed FSM
to solve a deterministic control problem with quadratic running cost using Markov chain
approximation. Then in [32], it was reformulated by using a monotone upwind scheme
for solving the Eikonal equation to get the distance function. In [31], Zhao introduced a
systematic way for solving the Eikonal equations on a rectangular mesh. Based on this
approach, later many high order extensions have been done. In [30], FSM has been coupled
with third order finite difference WENO-JP scheme [7] to solve static HJ equations, and
it has been extended to fifth order in [28]. High order accurate boundary treatments have
been proposed with Richardson extrapolation and Lax—Wendroff type procedure for inflow
boundary conditions in [5,28], which are consistent with high order finite difference WENO
FSM. In [19], Serna and Qian proposed an effective stopping criterion for high order FSM.
FSM has also been designed to high order by using discontinuous Galerkin (DG) finite
element method [13,14,26,29].

In this work, we try to propose another fifth order finite difference WENO FSM. This is
from observation that in the formal fifth order FSM based on the classical finite difference
WENO-JP scheme [28], numerical results show that for some cases, the iterative numbers of
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the scheme are very sensitive to the small parameter €, which is used to avoid the denominator
becoming 0 in the nonlinear weights for the WENO reconstruction. The reason might be due
to that for some problems with point sources (e.g. Examples 6 and 7 in Sect. 3), the solution
becomes singular since the characteristics would intersect at these points. The finite difference
WENO-JP reconstruction with equal sub-stencils would switch among all its sub-stencils.
This switching would make the convergence error stop at some error level higher than the
stopping criteria. The iteration may either converge very slowly or even not converge. So in
the work [28], they adjust the parameter € according to the mesh sizes to make the scheme
converge quickly and get the desired high order. The artificial adjusting of the parameter € in
the scheme would greatly limit the scheme in real applications, since the most appropriate €
is not known beforehand.

Here we propose to use the new simple finite difference WENO-ZQ scheme recently
developed by Zhu and Qiu [35]. This WENO-ZQ scheme is based on a combination of a
large stencil and two small stencils. The large stencil has the same stencil and keeps the fifth
order accuracy as the original linear scheme, while the two small stencils are used to achieve
essentially non-oscillatory solutions under the WENO mechanism. For this scheme, we can
freely choose the positive linear weights only with their summation to be 1. It can be easily
extended to high dimensions. Besides, as compared to the classical WENO-JP scheme [7,8],
it has less numerical truncation errors. Later in [34], it has been extended to solve time-
dependent HJ equations in one and two dimensions. A finite volume WENO-ZQ scheme for
hyperbolic conservation laws in multi-dimensions was designed in [36]. In [15], Lin et al.
have proposed a high order residual distribution conservative finite difference WENO-ZQ
scheme for solving steady state conservation laws. In [33], Zhao et al. have designed a hybrid
WENO-ZQ scheme for solving hyperbolic conservation laws. Except using the new WENO-
ZQ scheme, we also employ a hybrid approach. Namely, only linear reconstruction, instead
of WENO reconstruction, is used when the numerical solution is monotone on its big stencil.
This hybrid approach can not only save more computational cost, but also make the scheme
more robust, as the dependence on the small parameter € is further reduced.

The rest of the paper is organized as follows. In Sect. 2, we introduce FSM with the
finite difference WENO-ZQ reconstruction, followed by the hybrid approach. In Sect. 3,
numerical examples are performed to demonstrate the effectiveness and efficiency of our
proposed scheme. Concluding remarks are given in Sect. 4.

2 The Finite Difference WENO-ZQ FSM

In this section, we will describe the high order FSM for directly solving the static HJ equations
[28,30]. The fifth order finite difference WENO-ZQ scheme will be used to reconstruct the first
order derivatives appeared in the numerical Hamiltonian. A flowchart for the full algorithm
will be summarized and hybrid linear and WENO implementation is detailed.

We start with the discretization of the computational domain 2. Suppose that a rectangular
mesh €2, covers the computational domain €2. Let (x;, y;) denote a grid point in €2, that is
Qp ={(x;,yj),1 <i < Ny,1 <j < Ny}, and ¢; ; denotes the numerical solution at the
grid point (x;, y;). I; j = I; x Jj, where I; = [x;, x;y1] and J; = [y}, yj+1], hy and h,
denote uniform grid sizes in the x-direction and the y-direction, respectively. For simplicity,
we take iy = hy = h in this paper. Next we discretize the Hamiltonian H by a monotone
numerical Hamiltonian A [30]
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H(by o, ¢y, 60)ij = fijs (i) € Qu \ Th, @0

ij = 8ij» (xi,yj) €Ty C Q.
In (2.1) a local solver is needed based on a fast sweeping method, which reconstructs the
values ¢F and ¢>)ﬂF at the standing mesh point, according to its neighboring values. There are
two numerical Hamiltonians which will be presented in the next subsection. The Godunov
numerical Hamiltonian is defined for solving convex Hamiltonians, especially for the Eikonal
equation (1.2), fast convergence can be guaranteed. The other is the Lax—Friedrichs numerical
Hamiltonian, which can handle more general Hamiltonians [9], but usually requires more
iterative steps.

2.1 Godunov Hamiltonian for the Eikonal Equation

Let us consider the Eikonal equation in two dimensions

2 2 —
{ ¢2+¢2 = f(x.y), (x.)) e, 0

d(x,y) =gx,y), (x,y)el' CcQ.

A Godunov numerical Hamiltonian to discrete (2.2) on uniform meshes is given as follows
[30]

+

x, x>0,

0, x<0,
(2.3)

_ 72 + _
_fi,j’ xT =

2 .
new xmin\ t new ymin
¢~ i PN N
h h

where )
grmin = min(‘f’ﬂf —h(); s ¢$1;! + h(d’x)?:j),

$"" = min(¢?d — h(gy); ;. &7 + h(gy)] )

Here qbl”ejw denotes the to-be-updated numerical solution for ¢ at the grid point (x;, y;), and
qbfﬁj denotes the current available value for ¢ at the same grid point. (¢, )f ; and (qby)l-i’ ; denote
high order approximations for ¢, and ¢, at the grid point (x;, y;) from {¢zlf H<i<Ne1<j<Nys
respectively. In the following, we will omit the super index “old” and use ¢; ; instead of ¢£C‘f

if without any confusion, for all (i, j). For example, for a first order Godunov type FSM,
((bx)ij’E ; can be approximated by

Gi.j — Pi-1,j

_ Big1,j — i
; —_—,

L @0y =T 24)

(¢X);j =

similarly for (d)y)f j along the y-direction. For a fifth order approximation, it will be described

in the next subsection. After obtaining ¢f’;’i” and ¢iy '}”", the new solution can be updated
from '

min(¢f,l}lm»¢iy”;”n)+ﬁ,jh, lfld)lx’r]nm _¢l»:rjmn| > fi,jha

ST T 2.5)
L (g " 4 2R = @ — ¢ 2), otherwise.

new __
(pi,j =
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2.2 The Fifth Order WENO-ZQ Reconstruction

In order to get a high order scheme, we need to approximate the derivative ¢, by qbf at
the grid point (x;, y;) with high order accuracy, from upwind and downwind reconstructions
respectively. In [28], ¢ are reconstructed by the classical fifth order finite difference WENO-
JP reconstruction [7]. Here we will adopt the new fifth order finite difference WENO-ZQ
reconstruction developed in [34]. For simplicity, we only describe the reconstruction of
(d)x) along the x-direction from upwind and downwind information, while (</>y) along
the y- d1rect1on can be done similarly which is omitted here. For more details we refer to

[34,35].

o Approximation of (¢x); from upwind information:
Given the big stencil So {xi_3,xi—2, Xi—1, Xi, Xi+1, Xi4+2} and two small stencils S; =
{xi—2, xi—1, xi}, S2 = {xi—1, x;, xj+1}, we construct a quartic polynomial p; (x), and
two linear polynomials p, (x), p5 (x), such that

1 AT .

7/Pf(x)dx= L S N (2.6)
nl, h

. NN o

— | p, X)dx = , k=i—-2,i—1, 2.7
nl, h

1 AT .

f/p;(x)dx:ﬂ, k=i—1.i, 2.8)
nl, h

where Ajd)k,j = Pr41,j — Px,j- We assume p; (x), p, (x), and p3 (x) have following
expressions:

Py () =ar +big + &+ dig} + gt
Py () =ar + bk, p;(x) =as+bi&,

where £ = *5*. Substituting them into (2.6)-(2.8), we get

iAm 3 1BAIGio,  ATAIGio, | 9 AN 1 ATdir,

py ()=

30 60 & 60 h 20 & 200 &
N 14 ¥ 1—2j 5 A ¢ 1.j +§A?¢i,j _lA?¢i+1,j X —X;
12 T4 h 4 h 12 h h
n 1A ¢: 3,j 3A}F¢572,j 7A;—¢i—l,j +1Ajc_¢i,j +lﬁj¢i+l,/’ x—x\?
4 h h 4 h 8 h h
n lﬁ ¢>z 2,j lAj‘i’i—l,j _EAWH,,‘ +1A}r¢i+1,j x—x\?
6 2 h 2 h 6 h h
iA -3 1A o lAfcr(Pi—l,j _lAj¢i,j+iAi¢i+l,j x—x\*
24 6 h 4 h 6 h 24 h h ’
= 10092 38T#i-1y  (_ OFdi-a Aoy ) x—x
P T2 2 h h h n
1A di—1j 10T ¢ Aty Afgij\x—x
P'; (x) = A +5 A - h + h o
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We only need the polynomial values at x = x;, which are given as:

(@073 = py (x)

_ L AYgia; 13AF¢io; ATATGi-1; 9 AT
T30 h 60 h 60 h 20 h
1 Al iy
_ 2 o 2.9
20 & (29)
-~ B 1 A+¢',2,' 3 A+¢',1,‘
@)} = py () = =5 == = 4 S (2.10)
_ _ LATGi—1; 1AV
(@07 = p3 () = 5 =t 4 = 2.11)

e Approximation of (¢X)?,_j from downwind information:
Given the big stencil 3‘0 = {xi_2, Xi—1, Xi, Xi+1, Xi+2, Xi+3} and two small stencils §1 =
{xi—1, xi, xiv1}, 52 = {xi, Xi+1, Xi+2}, we construct a quartic polynomial pT(x), and
two linear polynomials p; (x), ng (x), such that

1 A+ .
f/pf(x)dx=ﬂ, k=i—2,---,i+2, (2.12)
hJp, h
1 A+ .
f/ Py (x)dx = &, k=i—1,i, (2.13)
hJp, h
1 A+ .
f/ Py (x)dx = ﬂ, k=i i+1. (2.14)
h Ik h
p;r(x), p; (x) and p;r (x) are in mirror-symmetric with respect to p; (x), p, (x) and
p3 (x), correspondingly. The values (¢x)?:}" (n = 1,2, 3) can be given directly as fol-

lows:
(@07 = pf )
_ AFiaj 9 AY i1 47 At i 13 AY it

20 h 20 h 60 h 60 h
1 Al iy
——, 2.15
+ 30 h ( )
1A+¢'—1 . ]A+¢. .
(@) = p) =5 xh’ .J 3 “‘h"’, (2.16)
3A+¢' . 1A+¢A Li
(@) = pT(x) = S é* J 2.17)

Based on these values, in the WENO-ZQ reconstruction, (qu):—f ; are computed by a combi-
nation of them [11,12,34]

1

1 yE2_ Vs
Y1

s 3
or - ;(d»x)ff) +03 ()] w3 ($0)] 7, (2.18)
where the parameters a),j,E (n=1,2,3)and y, (n = 1, 2, 3) are called nonlinear weights and
linear weights, respectively. The y,,’s can be any positive constants only if y; + 2 + 3 = 1

and wF’s are computed from

@0E; = of ( @0 — %«m

i B =¥ <1+ i ) n=1,23 (2.19)
= =3 —I n = VYn mull I =123, .
! Zz=1")zi

@ Springer



Journal of Scientific Computing (2020) 83:54 Page70of35 54

in which € is a small positive number to avoid the denominator becoming 0, and

L <|ﬂ1i —ﬁ§|+|ﬂﬁ—ﬁf|>2

2

Here ¥ (n = 1, 2, 3) are called smoothness indicators. They can be computed from [34]

r

B (%P N
= pRe-t (220 g, n=1,2,3,
pr= X [t (TR s

a=1

/hZ“ 1<d 5";)“)) dx, n=1,23,
I; X

where r = 4 forn = 1, and r = 1 for n = 2, 3. The explicit expressions for the smoothness
indicators B8, are given as follows

and

2
g = RN ET 8A;¢i—2,j +8A§¢i,_/ A it
17 144 h h h h
2
81 ([ Afi-3, +2A}f¢172,_/‘ _ZA,;F(P[,/ +A;¢i+l,j
2880 h h h h
1421461 (Af¢i 3, At i Aty Afgi ;i AT ’
1310400 A A A
2
+ 1séoo (—nA;‘lZ*‘j +174A;qz*2'f —326@"2*” +174A)‘+;l”"’f' —11A;¢Z+"") :
2
b — AYdiaj  Didion
2 h h ’
2
pr = Aty _ At
3 h h ‘

B;’s are also in mirror symmetric with respect to 8, ’s, and we omit them here to save space.

2.3 A Flowchart of Hybrid Finite Difference WENO-ZQ FSM

In this subsection, we will give a flowchart for the full fifth order finite difference WENO-ZQ
FSM. Instead of using the WENO-ZQ reconstruction on the whole computational domain,
here we propose a hybrid linear and WENO-ZQ reconstruction approach. Namely, we will
use the fifth order linear scheme based on the big stencil Sp or 50 in the last subsection,
when the numerical solution is monotone, that is {qubi, j} do not change sign in either Sy
or So, respectively. Otherwise, the WENO-ZQ reconstruction is used. For more details, we
refer to [33]. For this hybrid approach, numerical tests show that it helps not only to save
more computational cost, but also make the scheme more robust, since the dependence on
the small parameter € is further reduced.

Next we will describe the hybrid scheme in detail. We first divide the grid points {(x;, y;)}
into the following five categories:

Category I: For points on the boundary I', values are assigned from the exact boundary
conditions and fixed during the fast sweeping iterations.
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Category II: For points at the outflow boundary of the domain, where no physical bound-
ary condition is given. Ghost points outside the computational domain near the outflow
boundary are usually used due to the wide stencil of high order approximations. The
numerical solution ¢; ; in this category is obtained by high order extrapolation.
Category III: For points near the inflow boundary (whose distances to I" are less than or
equal to 3/). These points cannot be updated by the fifth order FSM because of its wide
stencil. The numerical boundary treatment from [28] is used. If the inflow boundary I is
a single point or a set of isolated points, these point values are obtained by the Richardson
extrapolation, which is a combination of several first order solutions at different mesh
sizes. Otherwise, if I' is a smooth curve, the Lax—Wendroff type procedure (later named
the inverse Lax—Wendroff method [22]) can be used, which repeatedly uses the PDE to
obtain a high order approximation based on Taylor expansions.

Category IV: Those points whose distances to Category III are less than or equal to 3/
(excluding Category I). We need to update these point values during the fast sweeping
iterations.

Category V: All the remaining points. We also need to update these point values during
the fast sweeping iterations.

Note that point values in Category Il and Category IIl are obtained by the boundary
treatments. We only need to update the point values in Category IV and Category V in the
following sweepings. We now summarize our hybrid fifth order finite difference Godunov
type WENO-ZQ FSM as follows:

Step 1. Initialization. We use the solution from the corresponding first order method base
on (2.4) as the initial guess.

Step 2. Gauss-Seidel iteration. We solve the discretized nonlinear system (2.3) by Gauss-
Seidel iterations with four alternating direction sweepings

(I) i=1:Ny, j=1:Ny; (2) i=Ny:1, j=1:Ny;
(3) i=N,:1, j=Ny:1; 4) i=1:Ny, j=Ny: L
In each sweeping, the updating procedure is as follows:

For Category 1V (QS)C)I.{E ; are computed directly by (2.18), similarly for (¢y);tj;
For Category V:

()7 = 2.9), if {Aj(;&,-,j} have the same sign on Sy, (2.20)
g (2.18), otherwise, '
(G0t = (2.15), if {Aj(ﬁi,j} have the same sign on .%, 221)
T (2.18), otherwise. '

(<z’>y)ijE ; can be obtained similarly along the y-direction. Then qbl”e]w is updated by (2.5).
Step 3. Convergence. For two consecutive iteration steps, if

g™ — |1, <6, (2.22)

then the convergence is declared and we stop the iteration. The threshold § is a given small
positive constant. We take 8§ = 10~ in our numerical tests.

Remark 1 The criteria (2.20) and (2.21) are based on the monotonicity of the numerical
solution. Since oscillations usually happen around shocks, in which cases the sign of A ¢;
or A;Fqbi, ;j on their corresponding big stencil would change, and (2.18) is needed. The idea
is similar to that in [33], but here we do not explicitly get the extreme points of a quartic
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polynomial. We simply indicate a smooth cell when {AT ¢ ;) share the same sign on Sp or
So, respectively. Numerical tests show it works well for the static Hamilton—Jacobi equations.

Remark 2 The first order Godunov scheme is upwind and monotone, fast convergence can
be guaranteed [31]. It would be easier to pre-determine the sign for Ajd)i, j in (2.20) and
(2.21) from the first order solution of initialisation at step 1, which will be fixed and directly
used in (2.20) and (2.21) at step 2. This approach is used in our numerical tests and it can
save a lot of computational costs.

Remark 3 1f we take the classical fifth order finite difference WENO-JP reconstruction [8]
to get ¢, we denote the scheme as hybrid WENO-JP FSM. We will compare these two
schemes in the numerical tests.

2.4 Lax-Friedrichs Hamiltonian for General Static HJ Equations

For general static HJ equations, we can follow the same procedure as the high order Godunov
type FSM for the Eikonal equation. Instead of the Godunov numerical Hamiltonian, here we
use the Lax—Friedrichs (LF) numerical Hamiltonian [16], which is the monotone numerical
Hamiltonian defined as follows:

-~ “4ut v+t a® a¥
HLF(u_,u+,v_,v+):H(u " )——(u+—u_)—7(v+—v_),

2 ’ 2 2
(2.23)
where
ot = max |Hi(u,v)|, o= max |H>(u, v)]|.
A<u<B A<u<B
C<v<D C<v<D

H),(u,v) (p = 1,2) is the partial derivative of H with respect to the p-th argument, or the

Lipschitz constant of H with respect to the p-th argument. [A, B] is the value range for u™,

and [C, D] is the value range for v*. The LF FSM for static HJ equations can be written as

[30]
new __ ot +a” (¢X)l—~:/ + (¢X)l_aj (¢y)+ + (¢y)l_/
Py = <T) [f’*/ - ( 2 ’ 2
(2.24)
. (¢x),+] - (¢x)1_j y (¢Y)z+] B (¢y)l_j old
o ) + o ) + ¢l/ 5

where ¢! and ¢0’/d have the same meanings as in the Godunov numerical Hamiltonian.
For the LF numerical Hamiltonian solving general static HJ equations, the flowchart of the
full algorithm follows the same steps as in the Sect. 2.3. (¢)* and ((by)ir are reconstructed
the same as in the Sect. 2.2, only we use (2.24) instead of (2.5). However, in the initialization
step 1, the LF numerical Hamiltonian in [30], a big enough value, e.g. 10°, is used as the
initial guess. A better initial value will help to reduce the number of iterations, so that to save
CPU time cost, especially the LF numerical Hamiltonian usually requires a lot of iterations.
As proposed in [9], similar to the Godunov type numerical Hamiltonian, the solution from a
first order scheme is used as the initial guess for those points belonging to Category IV and
V. However, the LF numerical Hamiltonian does not need very accurate initial guesses. Due
to its slow convergence even for a first order scheme, we only take the convergence threshold
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8 = 107" in (2.22) for the first order scheme, rather than § = 1071 as in [9]. Numerically
we find that it works well as an initial guess for the corresponding high order schemes. This
first order scheme is also used to pre-determine the signs of A;fqbi, j in (2.20) and (2.21).

3 Numerical Examples

In this section, we will perform some numerical tests by using our proposed hybrid fifth order
finite difference WENO-ZQ FSM for static HJ equations, especially the Eikonal equations.
We will compare it with the fifth order finite difference WENO-JP FSM. For schemes without
hybridization, the WENO type reconstruction is used for all cells in Category IV and Category
V. In all numerical examples, we take the linear weights y; = 0.9, y» = y3 = 0.05, since the
solutions do not contain strong discontinuities. € = 10~ is used unless otherwise specified.
Errors and orders are compared at different scenarios. We use “iter” to denote the iterative
number. Each iteration includes four alternating sweepings. For all examples, we take the
mesh size Ny = Ny = N. All computations are carried out by using MATLAB 2018b on a
ThinkPad computer with 1.70 GHz Intel Core i5 processor and 4GB RAM.

Example 1 We solve the Eikonal equation (2.2) with
Fen =T fsne (w o x) it (4 2)
»Y) = ) ) ) Y.

The computational domain is [—1, 1]2, and the inflow boundary T is a single point source at
(0, 0). The exact solution is

¢(x,y) = cos (71 + %x) + cos (71 + %y) .

The group velocity vectors [18] are pointing out along the same directions as the charac-
teristics (rays), and ¢ is increasing along these characteristics. For mesh size N = 80, the
group velocity vectors and contours are shown in Fig. 1a and the surface plot of the numerical
solution is shown in Fig. 1b. Numerical errors and orders for different schemes are provided
in Table 1. The fifth order Richardson extrapolation is used for those points belonging to

& contours
—>group velocity vector 0
TLLIT 0
XXX( X
-0.2
-0.2
0.5 0.4
0.4
0. 0.6
-0.6
-0.5 -0.8
-0.8
¢ 4 P
E
15 1.2
1.2 14
2 < :
1.4 1 S — Sl 16
1.6 NS =
. o O\ S 1.8
S 0
S 2
+ A4 4 +
X
(@) (b)

Fig. 1 Example 1, N = 80. a The group velocity vectors and contours of the numerical solution ¢. b The
surface plot of ¢ for the hybrid WENO-ZQ scheme
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Fig. 2 Example 2, N = 80. a The group velocity vectors and contours of the numerical solution ¢. b The
surface plot of ¢ for the hybrid WENO-ZQ scheme

Category II1. For the Richardson extrapolation, we refer to [5,28]. The third order extrapola-
tion is used for those points belonging to Category II. We can see that the errors and orders
obtained by these different methods are very similar. Moreover, the iterative numbers at the
same mesh sizes are almost the same for all schemes. The CPU time is presented in Table 16,
which indicates the hybrid WENO-ZQ scheme saves about 50% as compared to WENO-ZQ,
while the hybrid WENO-JP scheme saves about 35% as compared to WENO-JP, similarly
for the following examples.

Example 2 We solve the Eikonal equation (2.2) with f (x, y) = 1. The computational domain
is[—1, 1]2, and the inflow boundary I' is a circle with center at (0, 0) and radius 0.5, that is

= {()c,y)lxz—i-y2 = %}

The boundary condition is ¢ (x, y) = 0 on I'. The exact solution is a distance function to the
circle I, and it has a singular point at the center of the circle (where the characteristic lines
intersect). The Lax—Wendroff procedure [5,28] is used for points belonging to Category II1.
The errors are measured in the box [—0.9, 0.9]? while outside the box [—0.15, 0.15]2, which
aim to remove the influence of the singularity and the outflow boundary treatment. When the
mesh size is N = 80, the group velocity vectors and contours are shown in Fig. 2a and the
surface plot of the numerical solution is shown in Fig. 2b. The numerical errors and orders
are listed in Table 2. Similarly, the errors and orders are very close among the four methods,
and the fifth order accuracies are all obtained. Besides the number of iterations are almost
the same. The CPU time is provided in Table 16, which shows that the hybrid WENO-ZQ
scheme saves about 40% as compared to WENO-ZQ, while the hybrid WENO-JP scheme
saves about 50% as compared to WENO-JP for this example.

Example 3 We solve the Eikonal equation (2.2) with f (x, y) = 1. The computational domain
is [—3, 312, the inflow boundary I" consists of two circles of equal radius 0.5 with the centers
located at (—1, 0) and (+/1.5, 0), respectively, that is
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Table 2 Example 2. Comparison between (hybrid) WENO-ZQ and (hybrid) WENO-JP schemes

N Ly Error Order Lo Error  Order Iter Ly Error Order Lo Error  Order  Iter

WENO-ZQ WENO-JP
80 3.74e—08 - 3.38e—06 - 37 3.79¢e—-08 - 52le—06 - 35
160  4.96e—10 6.23 5.77e—08 5.87 44 6.80e—10 5.79 2.65e—07 4.29 45
320  1.64e—11 4091 1.0le—-09 5.82 59 1.65e—11 5.36 1.09e—09 791 59
640 5.65e—13 4.86 3.65e—11 4.79 80  5.65e—13 4.86 3.67e—11  4.90 82
Hybrid WENO-ZQ Hybrid WENO-JP
80 3.49e—-08 - 3.50e—-06 - 57  291e-08 - 4.49e—06 - 69
160 49le—10 6.14 5.08e—08 6.10 52 5.62e—10 5.71 3.09e—07 3.87 44
320  1.64e—11 4.90 1.0le—09 5.64 59 1.65e—11  5.09 1.0le—09 8.24 59
640 5.67e—13  4.85 3.65e—11 4.79 81 5.64e—13 4.86 3.65e—11 4.80 82

The Lax—Wendroff 2procedure is used for those points belonging to Category III. The errors are measured in
the box [—0.9, 0.9]° while outside the box [—0.15, 0.15]2
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Fig. 3 Example 3, N = 80. a The group velocity vectors and contours of the numerical solution ¢. b The
surface plot of ¢ for the hybrid WENO-ZQ scheme

F:{(x,y)l(x—i—l)z—i-yZ:% or (x_mwyz:%}.

The exact solution is the distance function to the inflow boundary I'. The Lax—Wendroff
procedure is used for those points belonging to Category II. For the solution, the line with
equal distances to the centers of the two circles is singular, where the characteristics would
intersect. Here we measure the errors within the box [—2.85, 2.85]2, but also exclude the
boxes [—1.15, —0.85] x [—0.15,0.15], [v/1.5 — 0.15, V/1.5 4 0.15] x [—0.15, 0.15] and
[+/0.375 — 0.65, +/0.375 — 0.35] x [—2.85, 2.85]. These excluded boxes contain the two
centers of I" and the singular line. When the mesh size is N = 80, the group velocity vectors
and contours are shown in Fig. 3a and the surface plot of the numerical solution is shown
in Fig. 3b. Numerical errors and orders are shown in Table 3. The CPU time is shown in
Table 16, which shows that the hybrid WENO-ZQ scheme saves about 40% as compared to
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Fig. 4 Example 4, N = 80. a The group velocity vectors and contours of the numerical solution ¢. b The
surface plot of ¢ for the hybrid WENO-ZQ scheme

WENO-ZQ, while the hybrid WENO-JP scheme saves about 50% as compared to WENO-JP
for this example.

Example 4 1n this example, we consider to solve the Eikonal equation (2.2) with f(x, y) = 1
in the two-dimensional (2D) case, and also a corresponding three-dimensional (3D) problem
for ¢ (x, y, z) with f(x, y, z) = 1. The computational domain is [—1, 1] in2D and [—1, 1]3
in 3D. The inflow boundary I' is a single point source at the origin. The exact solutions for
these two problems are the distance functions to I correspondingly.

Both solutions are singular at the point source, a fifth order Richardson procedure for
those points belonging to Category III does not give fifth order accuracy. Instead the exact
solutions are pre-assigned in a small box with length 0.3 around the source point [28]. When
the mesh size is N = 80, for the 2D case, the group velocity vectors and contours are shown
in Fig. 4a and the surface plot of the numerical solution is shown in Fig. 4b. Numerical errors
and orders for 2D and 3D are listed in Table 4 and Table 5, respectively. With this boundary
treatment at the point source, the fifth order can be obtained for all schemes and the errors
are almost the same. From these two tables, we can see that, the 3D case even has smaller
iterative numbers as compared to 2D, and this is also observed for a third order WENO-JP
FSM in [30] (Table V and Table VI). The CPU time is shown in Table 16, still hybrid schemes
cost less CPU time than non-hybrid schemes.

Example 5 We solve the Eikonal equation (2.2) with f(x, y) = 1. The computational domain
is [=2, 213, the inflow boundary I is a sector of three quarters of the circle centered at (0, 0)
with radius 0.5, closed with the x-axis and y-axis in the first quadrant, which can be described
as

r= {(x,y): x24+y2=05,ifx <00ry<0}
U{(x,0): 0 <x <05}U{0,y):0<y<0.5}.

The exact solution is the distance function to I". Singularities are at the two corners of I", which
give rise to both shock and rarefaction wave in the solution. The Lax-Wendroff procedure
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Table 4 Example 4 in 2D. Comparison between (hybrid) WENO-ZQ and (hybrid) WENO-JP schemes

N Ly Error Order Lo Error  Order Iter Ly Error Order Lo Error  Order  Iter

WENO-ZQ WENO-JP
40 1.64e—06 — 7.18e—06 — 35 3.24e—-06 - 7.74e—06 - 37
80 4.27e—08 5.26 2.72e—07 4.72 43 9.53e—08 5.08 2.26e—07 5.09 42
160  1.14e—09 5.22 4.36e—09 5.96 53 1.21e-09 6.29 3.76e—09 5091 52
320 3.37e—11 5.08 8.83e—11 5.62 68 3.3%—-11 5.16 9.07e—11  5.37 69
640 1.02e—12 5.03 2.68e—12  5.03 93 1.02e—12  5.04 2.69e—12  5.07 97
Hybrid WENO-ZQ Hybrid WENO-JP
40 1.64e—06 — 7.18e—06 - 36 2.87e—06 - 6.6le—06 — 35
80 4.27e—08 5.26 2.72e—07 4.72 43 7.55e—08 5.24 2.17e—-07 4.92 42
160  1.14e—09 5.22 4.36e—09 5.96 54 1.15e—-09 6.03 3.98¢—09 5.76 54
320 3.37e—11 5.08 8.83e—11 5.71 71 3.37e—11 5.09 89le—11 5.48 71
640 1.02e—12 5.03 2.68e—12  5.03 97 1.02e—12  5.04 2.6%9e—12  5.04 97

The exact values are assigned in a small box with length 0.3 around the center of the domain. The errors are
measured in the box [—0.9, 0.9]2

Table 5 Example 4 in 3D. Comparison between (hybrid) WENO-ZQ and (hybrid) WENO-JP

N L1 Error Order Lo Error  Order Iter Ly Error Order Lo Error  Order  Iter

WENO-ZQ WENO-JP
40 1.97e—06 - 8.3le—06 — 12 3.62e—06 - 1.0le—-05 - 12
80 5.34e—08 5.20 3.31e—07 4.64 18 1.0le—07 5.16 3.20e—07 4.98 18
160 1.41e—09 5.24 5.38e—09 594 28 1.41e-09 6.15 5.56e—09 5.84 29
320 3.37e—11 5.07 1.22e—10 5.46 45  4.19%—-11 5.08 1.27e—10 5.44 46
Hybrid WENO-ZQ Hybrid WENO-JP
40 1.97e—-06 - 8.3le—-06 - 12 34le-06 - 9.7le—-06 — 16
80 5.34e—08 520 3.29e—07 4.65 18 8.70e—08  5.29 3.22e—-07 491 18
160 1.41e—09 5.24 5.37e—09 593 29  7.57e—09 6.02 4.21e—07 5.80 29
320 4.2le—11 5.06 1.22e—10 5.46 47  4.20e—11 5.08 1.23e—10 5.46 47

The exact solution values are assigned in a small box with length 0.3 around the center of the domain. The
errors are measured in the box [—0.9, 0.9]3

is used for those points belonging to Category III. We measure the errors in smooth regions
inside the box of [—1.9, 1.9]? with x < 0 or y < 0, and outside the box [—0.5, 0.5]*>. When
the mesh size is N = 80, the group velocity vectors and contours are shown in Fig. 5a and
the surface plot of the numerical solution is shown in Fig. 5b. Numerical errors and orders
are listed in Table 6. They are also very similar for different methods. For this problem with
the Lax—Wendroff boundary treatment, the fifth order accuracy is achieved. The CPU time
is shown in Table 16, and hybrid schemes cost less time.

Example 6 We solve the Eikonal equation (2.2) with

flx,y) = 2n\/[cos(27rx) sin(2 y)]? + [sin(27 x) cos(2 y) ]2,
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Fig. 5 Example 5, N = 80. a The group velocity vectors and contours of the numerical solution ¢. b The
surface plot of ¢ for the hybrid WENO-ZQ scheme

I = {(41’1’ %), (%, %), (%, %), (%, %), (%, %)}, consisting of five isolated points. The compu-
tational domain is Q = [0, 1]%. ¢ (x, y) = 0 is prescribed at the boundary of the unit square.
The solution for this problem is the shape function [30]:

Case 1

11 _ 33 _1 13 _ 31 _ 11 —0
g 14 =8 21)= " 4 13 =8 22)= 0 g 5 7)=Y
the exact solution for this case is a smooth function

¢ (x,y) = sin(2rwx) sin(2w y);
Case 2

11 . 33 . 13 _ 31 _1 11 _5
g 474 _g 474 _g 4’4 _g 474 — 1y g 272 — 4y
the exact solution for this case is

max(| sin(2wx) sin(2wy)|, I + cos(2Qmwx) cos(my)), if |x +y—1] < % and [x — y| < %,
¢ (x ’ y) = . . .
| sin(2x) sin(2m y)|, otherwise,
which is continuous but not smooth. Exact solutions are set in a small box with a length 4h

around these isolated points for both cases.

For Case 1, when the mesh size is N = 80, the group velocity vectors and contours are
shown in Fig. 6a and the surface plot of the numerical solution is shown in Fig. 6¢. Numerical
errors and orders are shown in Table 7. With the exact solution pre-assigned around the point
sources, we can see the fifth order accuracies can be obtained for all schemes. For this
example, we would emphasize that, for the WENO-JP scheme, either hybrid or not, the
iterative numbers depend on the parameter €, in order to get the desired order. However,
for the WENO-ZQ scheme, hybrid or not, we can take a fixed € = 1079, and fifth order
accuracies are obtained. From this case, we can see the WENO-ZQ scheme is more robust
than the WENO-JP scheme.
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Fig.6 Example 6, N = 80. a and b are the group velocity vectors and contours of the numerical solution ¢
for Case I and Case 2, respectively. ¢ and d are the surface plots of ¢ from the hybrid WENO-ZQ scheme for
Case I and Case 2, respectively

For Case 2, when the mesh size is N = 80, the group velocity vectors and contours
are shown in Fig. 6b and the surface plot of the numerical solution is shown in Fig. 6d.
The numerical errors and orders are listed in Table 8. We can observe that, due to the non-
smoothness of the exact solution, only almost second order accuracy can be obtained. For
this example, we can observe that the WENO-JP scheme, hybrid or not, the iterative numbers
depend on the parameter €. Furthermore, the WENO-ZQ scheme without hybridization also
depends on the parameter €, only the hybrid WENO-ZQ scheme does not. This extreme case
shows that the hybrid scheme is the most robust one.

For these two cases, we can find that with variant €’s, all four schemes have similar errors
and orders. However, for the WENO-JP scheme, we would emphasize that if we take a fixed
€,e.g.,e =103 ore = 1075, the WENO-JP scheme may either lose order or even blow up
as mesh refinement (we omit the tables here to save space). This shows the great importance
to develop a scheme which does not depend on the choice of this artificial parameter. More
cases can be seen in the next example. The CPU time for these two cases are also presented
in Table 16. Similar CPU time savings are obtained for both cases.

Example 7 We solve the Eikonal equation (2.2) with

@ Springer



(2020) 83:54

Journal of Scientific Computing

Page 20 of 35

54

coom@:m,ofHer\oﬁHw,owHZﬁ\oﬁnwdEosommTOZm\ﬁ
(p1qAYy) 2y} 10, "urewop [euone)ndwod J[OYM () U0 PAINSLIUW dIB SIOLD Y, *sjutod paje[ost ay) punoie yf Jo YISud[ YIIm Xoq [[ews & ur EEom puIS Uo 1S A1k sanfeA JoBXH

01 06'v Cl—ALLY ¥8'v CI—39¢°1 101 ¥6'v CI—2I9v 68'v CI—26C'1 09

0L 1459 0T—3Cy’'1 9I'¢ 11—2l6'¢ 69 8CT¢ OI—=91¥'T 68 TT—o%8°¢ 0ce

0s 00°S 60—°¢0°S y8'Y 60—=0%"'1 0s S6°01 60—20S°S 9¢'8 60—°p1'1 091

9¢ - L0—2C9°1 - 80—°¢0y ICl - S0—260"1 - LO—IEY 08
901 ‘401 ‘401 ‘¢_01 = > d[-ONHM puqfy 9-01 =2 OZ-ONIM puqky

801 SSv CI—96£9 8v'v CI—o¢8'1 148! L8V Cl—oE8v 68V CI—20¢'1 09

0L 86°¢ 0I—20¢1 86°C 11—y €L LTS 01 —=1¥'1 LLY 11—988°¢ 0ce

1S SLY 60—°81°L 197 60—=2L6'1 15Y 8L'6 60—20S°S 96°L 60—°S0°1 091

9¢ - L0—2¢6’'] - 80—°¢€8Y (44 - 90—°98t - L0—2€9C 08
9-01 401 ‘501 *¢_01 = > d[-ONHM 9-01 =2 OZ-ONdM

1] I9pI0 Jonyg 7 pIO Jouyg g 19 I9pIO Joxrg 7 I9pI0 Jong 17 N

$,2 JUSIOIP JOpUN SAWAYDS J-ONAM (PHAKY) Pue OZ-ONAM (PHAAY) udamiaq uostedwo) 7 2500 9 ojdwiexs £ 3jqe)

pringer

as



54

Page 21 of 35

(2020) 83:54

Journal of Scientific Computing

Uo oS pue ‘091 = N J1 4 01 =208 = N J!

m\O~ = >]Jey) sueawt O\Oﬁ — m\m: = 3 "urewiop Twﬁoﬂ.mu:QEOo QJoyMm 3y} U0 parnseaw Al SIOLI Y], * | 03 Y1 JO Quwﬁuﬁ M XO0q [[ews e ul muﬁ_OQ —QEM U0 )9S aJe SanJeA 108X 9y,

L6 v9'l S0—3L9C 68’1 90—2+9'C 86 S9'1 S0—3L9°C 68’1 90—999'C 0v9

9 06'1 S0—9LE'S 08’1 90—928'6 99 €91 S0—20t'8 08’1 90—988°6 (143

Ly L1 PO—3FI'€ LST SO—3p'€ 67 L8] Y0—219°C 65’1 S0—93¢H'€ 091

9¢ - €0—9€0°1 - $0—920'1 99 - Y0—95$°6 - Y0—920'1 08
9—01 — ¢_0I d[-ONAM PHAAH 9—01 OZ-ONAM PUakH

101 L9l S0—3SLT 16'1 90—96L'C 801 €L1 S0—3ILT L6'1 90—3LL'T 0v9

L9 S8l S0—96L'8 €8l S0—9350°1 69 S8l S0—920'6 96'1 S0—360'1 (143

8Y 18°1 P0—381°¢ 09'1 S0—98LE 67 181 Y0—oLT'€ 191 S0—3STY 091

LE - €0—CI'1 - PO—3F1'1 |82 - €0—3¢T'1 - Y0—20€'1 08
9—0T — ¢_0T d[-ONdM 9—0T — ¢_0T OZ-ONIM

1] IpIO Jonyg X7 I9pIO Jouqg 7 I I9pIO Jonyg X7 IpIO Joug g N

$OWAYYS df-ONAM (PHAKY) pue OZ-ONAM (PHAY) usamiaq uostredwo) g asv) 9 d[dwexg g a|qe]

pringer

Qs



54  Page 22 of 35 Journal of Scientific Computing (2020) 83:54

Case (@): f(x,y) = /(1 = [xD? + (1 = [y

Case (b): f(x,y) = 2\/y2(1 —x2)2 4 x2(1 — y?)2.

The computational domain is Q = [—1, 112, and the inflow boundary is the whole outside
boundary of the box [—1, 112, namely I' = {(x,y) | |x] = 1 or |y| = 1}. The boundary
condition ¢ (x, y) = 0 is prescribed on I". For Case (b), an additional boundary condition
¢(0,0) = 1 is also prescribed at the center of domain. The exact solutions for the two cases
are given by

Case (a) = ¢(x,y) = (1 — [x))(1 — |y]),

Case (b) : ¢(x,y) = (1 —x)(1 — y?).

For Case (a), we take € = 10~!4 in order to get the exact solution (see [28]). We use the
Lax—Wendroft procedure for those points belonging to Category III. When the mesh size is
N = 80, the group velocity vectors and contours are shown in Fig. 7a, and the surface plot
of the numerical solution is shown in Fig. 7c. The errors are measured on the whole domain
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Fig. 7 Example 7, N = 80. a and b is group velocity vectors and contours of the numerical solution ¢ for
Case (a) and Case (b), respectively. ¢ and d are the surface plots of ¢ from the hybrid WENO-ZQ scheme for
Case (a) and Case (b), respectively
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and listed in Table 9. Due to the exact solution is a bi-linear polynomial, for high order
approximations, we achieve machine error precision within one iteration of four sweepings.

For Case (b), we use the Lax—Wendroff procedure for those points belonging to Category
I11. Similarly we set exact values in a small box with length 34 around the point (0, 0). The
errors are measured on the whole domain. When the mesh size is N = 80, the group velocity
vectors and contours are shown in Fig. 7b, and the surface plot of the numerical solution
is shown in Fig. 7d. The numerical errors and iterative numbers are listed in Table 10. For
this case, the (hybrid) WENO-JP scheme depends on the parameter €, while the (hybrid)
WENO-ZQ scheme does not, which also show that the WENO-ZQ scheme is more robust.
We list the CPU time for Case (b) in Table 16, the hybrid WENO-ZQ scheme saves about
55% as compared to WENO-ZQ, while the hybrid WENO-JP scheme saves about 70% as
compared to WENO-JP for this case.

Tab|$49 Example 7 Case (a). Comparison between (hybrid) WENO-ZQ and (hybrid) WENO-JP with € =
10~

N L1 Error L Error Iter Ly Error Lo Error Iter
WENO-ZQ WENO-JP

80 6.28e—17 2.10e—15 1 3.73e—17 3.33e—16 1

160 5.44e—17 4.53e—15 1 3.75e—17 4.44e—16 1

320 7.21e—17 9.96e—15 1 6.13e—17 1.11e—15 1

640 9.80e—17 2.08e—15 1 9.75e—17 9.99e—16 1
Hybrid WENO-ZQ Hybrid WENO-JP

80 6.29e—17 2.10e—15 1 3.73e—17 3.33e—16 1

160 5.46e—17 4.50e—15 1 3.73e—17 4.44e—16 1

320 7.18e—17 9.97e—15 1 6.14e—17 1.11e—15 1

640 9.80e—17 2.08e—15 1 9.75e—17 8.88e—16 1

The Lax—Wendroff procedure is used for those points belonging to Category III. The errors are measured on
the whole computational domain

Table 10 Example 7 Case (b). Comparison between (hybrid) WENO-ZQ and (hybrid) WENO-JP schemes

N Ly Error Lo Error Iter Ly Error Lo Error Iter €
WENO-ZQ ¢ = 1070 WENO-JP

80 5.15e—15 3.79e—13 36 4.56e—15 2.83e—13 35 1073

160 3.25¢—15 5.25e—13 46 2.66e—15 2.50e—13 44 1074

320 4.66e—15 4.29e—13 68 2.74e—15 7.81e—13 58 1075

640 3.85¢e—15 2.74e—13 98 3.74e—15 2.73e—13 98 106
Hybrid WENO-ZQ ¢ = 10~° Hybrid WENO-JP

80 7.21e—15 4.65¢—13 37 4.86e—15 2.67e—13 35 103

160 5.55¢—15 9.58e—14 53 2.65e—15 2.49e—13 44 1074

320 1.34e—16 1.33e—15 66 4.38e—16 7.98e—14 62 1075

640 1.15e—16 1.44e—15 94 3.76e—16 2.74e—13 98 10-°

The Lax—Wendroff procedure is used for the outer boundary of the domain. Exact values are set in a small
box with length 3/ around the point (0, 0). The errors are measured on the whole computational domain
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Table 11 Example 7 Case (c). Comparison between (hybrid) WENO-ZQ and (hybrid) WENO-JP schemes

N Ly Error Order Lo Error  Order Iter Ly Error Order Lo Error  Order  Iter

WENO-ZQ 10~° WENO-JP 10-2 — 107
80  7.74e—07 - 4.10e—06 - 64  7.39%—07 - 3.99¢e—06 - 61
160 2.59¢—08 4.89  9.49e—08 543 78  3.49—08 440  135e—07 4.88 72
320 7.65e—10 5.08  242e—09 529 77 1.18e—09 488  391e—09 511 73
640 233e—11 503  7.0le—11 511 86 3.52—11 507 108e—10 517 78
Hybrid WENO-ZQ 10~6 Hybrid WENO-JP 10~2 — 107
80  6.69e—07 - 4.10e—06 - 64  7.26e—07 — 3.99¢e—06 - 61
160 2.12¢—08 497  831e—08 562 73 24le—08 490  923¢—08 543 72
320 6.8le—10 496  220e—09 523 75 740e—10 5.03  243¢—09 524 74
640 223e—11 493  6.78e—11 501 79 23le—11 499  7.1le—11 509 77

The errors are measured on the whole computational domain. € = 1072 — 1075 means € = 1072 if N = 80,
€ =103 if N = 160, and so on

From Example 6 and Example 7-Case(b), we find that the iterative numbers of the WENO-
JP scheme are very sensitive to the parameter €, when the solution has point sources. In this
case, we further consider an extreme one-dimensional (1D) problem with multiple point
sources. We solve the 1D Eikonal equation |¢,| = f(x), where f(x) = 2m+/cos?(2mx).
¢ (x) = 0 s prescribed at those point sources inside the computational domain:

Case (c): the computational domain is [0, 2], and I" = {%, %, %, 1, %, %, %}, and

()=o) =1 o)+ ()= o) -s0=r ()

The fifth order Richardson procedure is used for those points belonging to Category II1. The
numerical results are presented in Table 11. For this 1D problem, if we use the WENO-JP
scheme with € = 1079, the iteration does not converge with mesh sizes less than N = 640.
If we use the hybrid WENO-JP FSM with ¢ = 10°, although the iteration converges, only
third order accuracies are obtained. The WENO-ZQ scheme and its hybrid one show to be
more robust.

Example 8 (Travel-time problem in elastic wave propagation) The quasi-P and the quasi-SV
slowness surfaces are defined as follows [17]

ci¢y + 20707 + 3y + cady + cspy +1=0,

where 5 5
c1 =ajjaqs, 2 =a1az +ay — (@13 +as)”,

c3 = azsass, c4 = —(ai1 +ass), cs = —(ass + ass),

and a; ;’s are given elastic parameters. The quasi-P wave Eikonal equation is

1 1
\/—2(C4¢§ +cs¢3) + \/Z(Cwa +esp)? — (c19f + 293¢5 +c3¢)) = 1,
which is a convex HJ equation, and the elastic parameters are taken to be

ay; = 15.0638, asz = 10.8373, a3 = 1.6381, asy = 3.1258.
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Table 12 Example 8, quasi-P wave. Comparison of iterative numbers and CPU cost (in seconds) for three
different initial choices, Case (i-iii). “ratio2” represents the CPU cost of Case (ii) over Case (i), and “ratio3”
for Case (iii) over Case (i)

N Case (i) Case (ii) Case (iii)

Iter Time Iter Time Ratio2 Iter Time Ratio3 (%)
WENO-JP
80 1197 20.69 52 1.38 6.71% 52 1.79 8.69
160 2315 141.23 69 6.46 4.57% 69 8.21 5.81
320 4612 1092.50 105 38.46 3.52% 105 48.67 4.45
640 8198 7828.10 175 260.28 3.32% 175 320.41 4.09
WENO-ZQ
80 323 7.48 54 1.72 23.07% 54 2.17 29.07
160 622 52.58 70 8.15 15.51% 70 10.11 19.23
320 1191 393.80 105 47.77 12.13% 105 57.79 14.67
640 2429 3216.80 173 320.72 9.97% 173 379.03 11.78

Table 13 Example 8, quasi-SV wave. Comparison of iterative numbers and CPU cost (in seconds) for three
different initial choices, Case (i-iii). “ratio2” represents the CPU cost of Case (ii) over Case (i), and “ratio3”
for Case (iii) over Case (i)

N Case (i) Case (ii) Case (iii)

Iter Time Iter Time Ratio2 Iter Time Ratio3
WENO-JP
80 10000 - 50 1.4571 - 50 1.7329 -
160 10000 - 71 6.8315 - 71 8.3846 -
320 2830 672.49 108 39.647 5.89% 108 50.893 7.56%
640 5804 5559 181 265.09 4.76% 181 333.94 6.00%
WENO-ZQ
80 350 8.1 105 2.98 36.79% 105 4.03 49.79%
160 646 54.25 162 15.63 28.82% 162 18.13 33.42%
320 1052 343.49 109 47.89 13.94% 109 59.94 17.45%
640 2085 2737.1 179 319.27 11.66% 179 390.35 14.26%

The quasi-SV wave Eikonal equation is

1 1
\/—2(04%% +es¢3) — \/1(64@% +es¢)? — (19f + 29293 +c3¢)) = 1,
which is a nonconvex HJ equation, and the elastic parameters are taken to be
ay; = 15.90, az3 = 6.21, a;3 = 4.82, aqsq = 4.00.

The computational domain is Q = [—1, 1]2, and the inflow boundary is I' = (0, 0). Exact
values are assigned in a box with length 0.3, which includes the source point. For this problem,
the Lax—Friedrichs (LF) numerical Hamiltonian is used.

For this example with the LF numerical Hamiltonian, it is important on how to choose the
initial values to start the iteration, in order to result low computational cost. We first study the
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Fig.8 Example 8, N = 80.a and b are the group velocity vectors, contours and the surface plot of the numerical
solution for the hybrid WENO-ZQ scheme with quasi-P wave. ¢ and d are the group velocity vectors, contours
and the surface plot of the numerical solution for the hybrid WENO-ZQ scheme with quasi-SV wave

computational cost and iterative numbers for three different choices of initial values: Case
(i) big enough values such as 100; Case (ii) the corresponding first order method with the
convergence threshold 8§ = 10~ !; Case (iii) the corresponding first order method with the
convergence threshold § = 1079, Case (ii) means an incomplete first order initial guesses.
In Table 12 and Table 13, we show the CPU cost as well as the iterative numbers from
mesh refinements. The comparison shows that the first order initial guess is better than big
values, and Case (ii) with an incomplete convergence could save more. Besides, with big
initial values, WENO-ZQ has much less iterative numbers than WENO-JP, which shows that
WENO-ZQ is more robust. In the following, we will take Case (ii) as the initial guess, and
we will show it is also effective to obtain fifth order accuracy for the fifth order method.

For quasi-P wave, in Fig. 8a, b, we display the group velocity vectors, contours and the

surface plot of the numerical solution on the mesh N = 80. Numerical errors and orders for
four schemes are presented in Table 14, we can see the errors and orders are very close. For this
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Table 16 The total CPU cost (in seconds) for examples 1-8 with four schemes.

Example WENO-ZQ h-WENO-ZQ ratio-ZQ WENO-JP h-WENO-JP ratio-JP

1 66.21 33.00 49.84% 63.72 38.60 60.57%
2 43.68 26.16 59.89% 42.68 27.79 65.11%
3 333.00 191.40 57.47% 351.69 193.39 54.99%
4-2D 49.71 29.42 59.18% 49.82 28.76 57.72%
4-3D 21599 11800 54.63% 22553 14032 62.21%
5 368.46 198.08 53.75% 341.23 204.99 60.07%
6-1 63.40 30.64 48.32% 97.17 35.78 36.82%
6-2 59.77 29.72 49.72% 95.26 33.07 34.71%
7-b 47.73 21.46 44.96% 82.65 27.35 33.09%
8-p 288.96 246.00 85.13% 284.27 248.77 87.51%
8-sv 1986.80 1771.70 89.17% 1969.9 1731.8 87.91%

The “ratio-ZQ” or “ratio-JP” denotes the total CPU cost of the hybrid scheme over the original one, for
WENO-ZQ and WENO-JP respectively

example with the LF numerical Hamiltonian, we can see that all schemes give the expected
fifth order accuracies, except the iterative numbers are larger than the Godunov numerical
Hamiltonian for the Eikonal equation. The CPU time is shown in Table 16. For this type
of numerical Hamiltonian, the hybrid approach seems to save not that much computational
cost.

For quasi-SV wave, in Fig. 8c, d, we display the group velocity vectors, contours and the
surface plot of the numerical solution on the mesh N = 80. Numerical errors and orders for
four schemes are presented in Table 15, we can see the errors and orders are also similar,
and the fifth order accuracies are all obtained. The CPU time is shown in Table 16, for this
non-convex case, the CPU time is greatly increased and hybrid approach does not save too
much computational cost too.

Example 9 (The Marmousi Model) This model is designed to compare different velocity
estimation methods behind seismic data acquisition and processing [25]. It is based on a
complex synthetic 2D acoustic data set, namely, the Marmousi data set, which involves
strong horizontal and vertical velocity changes. In this example, we will apply our method
to the Marmousi model using both a point source and a plane-wave source as in [3].

For our fifth order method, the fifth order Richardson extrapolation is used for those points
belonging to Category III, on which the source f is obtained by high order interpolation on
a refined mesh. We only present the numerical results of the hybrid WENO-ZQ scheme for
this example. In Figs. 9 and 10, we show the numerical results on the mesh 231 x 76, for the
point source and the plane-wave source, respectively. We compute two reference solutions
on the mesh 921 x 301. We compare the solutions of the fifth order scheme and the first order
scheme, to the reference solution. As we can see that the fifth order results on a coarser mesh
are very close to the results on a much finer mesh. In order to clearly see the differences,
we present the absolute errors between the reference solution and the numerical solutions
in Fig. 11 for the point source and Fig. 12 for the plane-wave source. We can see that the
fifth-order numerical results are obviously better than the first-order numerical results. As
concerning to the CPU cost, for the fifth order scheme, it takes about 112 iterations and CPU
time 4.74s for the point source, while 72 iterations and CPU time 1.96s for the plane-wave
source.
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Fig.9 The Marmousi model with a point source. From top to bottom: the slowness field of Marmousi model
on 921 x 301; the 5th order reference solution on the mesh 921 x 301; the fifth order result on the mesh
231 x 76; the first order result on the mesh 231 x 76
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Fig. 10 The Marmousi model with a plane wave source. From top to bottom: the slowness field of Marmousi
model on 921 x 301; the 5th order reference solution on the mesh 921 x 301; the fifth order result on the mesh

231 x 76; the first order result on the mesh 231 x 76
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Fig. 11 The absolute errors between the numerical solutions and the reference solution, for the point source.
a the first order; b the fifth order; ¢ cutting plot along y = 1600
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Fig. 12 The absolute errors between the numerical solutions and the reference solution, for the plane wave. a
the first order; b the fifth order; ¢ cutting plot along y = 1600
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4 Concluding Remark

In this work, we have combined a fifth order finite difference WENO-ZQ scheme with a high
order fast sweeping method, to develop a new fifth order WENO-ZQ fast sweeping scheme for
directly solving static Hamilton—Jacobi equations. Due to the unequal stencils in the hybrid
WENO-ZQ scheme, it can alleviate the dependence of iterative numbers on the parameter
€ which the fifth order WENO-JP FSM does. Furthermore, a hybrid scheme is proposed,
which on one aspect saves much more computational cost, on the other it is more robust.
Numerical results have demonstrated the effectiveness of our proposed approach. For the
Godunov type numerical Hamiltonian solving the Eikonal equation, the hybrid scheme can
save about half of the computational cost. For the Lax—Friedrichs type numerical Hamiltonian
solving general static Hamilton—Jacobi equations, the savings are not significant.
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