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Abstract
In this paper, a new type of finite difference mapped weighted essentially non-oscillatory 
(MWENO) schemes with unequal-sized stencils, such as the seventh-order and ninth-
order versions, is constructed for solving hyperbolic conservation laws. For the purpose of 
designing increasingly high-order finite difference WENO schemes, the equal-sized stencils 
are becoming more and more wider. The more we use wider candidate stencils, the bigger 
the probability of discontinuities lies in all stencils. Therefore, one innovation of these new 
WENO schemes is to introduce a new splitting stencil methodology to divide some four-
point or five-point stencils into several smaller three-point stencils. By the usage of this 
new methodology in high-order spatial reconstruction procedure, we get different degree 
polynomials defined on these unequal-sized stencils, and calculate the linear weights, 
smoothness indicators, and nonlinear weights as specified in Jiang and Shu (J. Comput. 
Phys. 126: 202228, 1996). Since the difference between the nonlinear weights and the lin-
ear weights is too big to keep the optimal order of accuracy in smooth regions, another 
crucial innovation is to present the new mapping functions which are used to obtain the 
mapped nonlinear weights and decrease the difference quantity between the mapped non-
linear weights and the linear weights, so as to keep the optimal order of accuracy in smooth 
regions. These new MWENO schemes can also be applied to compute some extreme 
examples, such as the double rarefaction wave problem, the Sedov blast wave problem, and 
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the Leblanc problem with a normal CFL number. Extensive numerical results are provided 
to illustrate the good performance of the new finite difference MWENO schemes.

Keywords  Finite difference · Mapped WENO scheme · Mapping function · Mapped 
nonlinear weight · Unequal-sized stencil · Extreme example
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1  Introduction

In this paper, we propose the new seventh-order and ninth-order finite difference mapped 
weighted essentially non-oscillatory (MWENO) schemes with unequal-sized stencils for 
solving the hyperbolic conservation laws on structured meshes. Let us start by mentioning 
a few features and advantages of the new high-order finite difference MWENO schemes. 
The first is that a new splitting stencil methodology is designed to divide some four-point 
or five-point stencils into several smaller three-point stencils in the spatial reconstruction 
procedure, for the purpose of avoiding the strong discontinuities lie in all candidate wider 
equal-sized stencils. These unequal-sized stencils are very different from the equal-sized 
stencils adopted in the spatial reconstructions of the classical high-order finite difference 
WENO schemes [3] (which introduced the construction of monotonicity preserving inter-
polation strategies [29, 47] and had a smaller CFL number [3]). The second is that a series 
of new mapping functions are proposed by obeying the similar principles proposed by Hen-
rick et al. [20]. Such new mapping functions are applied to decrease the difference quantity 
of the mapped nonlinear weight and the linear weight from O(Δxr) to O(Δx3r)–O(Δx11r) , so 
as to obtain high-order accuracy in smooth regions and have sharp non-oscillatory transi-
tions nearby the shock waves or contact discontinuities. The third is that the largest spatial 
stencil of the new MWENO schemes is no bigger than that of the classical same-order 
finite difference WENO schemes [3, 24, 44], and these new MWENO schemes could get 
smaller truncation errors in L1 and L∞ norms and obtain the designed order of accuracy in 
smooth regions. The last is that these new MWENO schemes can be applied to compute 
rather extreme examples, such as the double rarefaction wave problem, the Sedov blast 
wave problem, and the Leblanc problem with a normal CFL number and without introduc-
ing any positivity preserving procedures [53–56].

Numerical solutions to the compressible Euler equations have smooth structures inter-
spersed with strong discontinuities in the computational field. Therefore, the big chal-
lenge is to develop numerical schemes that are highly accurate in smooth regions and 
keep non-oscillatory property in non-smooth regions. Thereafter, Colella and Woodward 
[10] designed a piecewise parabolic method (PPM), which employs a four-point cen-
tered stencil to define the interface value and the value is limited to control spurious 
oscillations. Later, Leonard [28] combined the limiting procedure with the application 
of a high-order interface value. However, these limiting procedures degenerate the high-
order numerical accuracy to first order even near smooth extrema. And it is well known 
that the PPM is an extension of the MUSCL scheme [48] and the MUSCL scheme is 
an extension of the Godunov’s scheme [15]. For the purpose of achieving high order 
of accuracy, Harten and Osher [19] proposed a weaker version of the TVD measure-
ment [16] and gave a new basis for the formulation of high-order essentially non-oscil-
latory (ENO) schemes. After that, Harten et  al. [18] fulfilled the application of these 
ENO schemes in simulating one-dimensional problems. The most crucial spirit of these 
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ENO schemes is to use the nodal information of the smoothest stencil among all accept-
able stencils for approaching the variables at the half points or cell interfaces to obtain 
a high-order accuracy and escape unnecessary oscillations nearby strong shocks or con-
tact discontinuities. In 1987, Harten first proposed a two-dimensional extension of the 
finite volume ENO scheme in [17]. Then, Casper [7] and Casper and Atkins [8] stud-
ied the finite volume approach in developing multi-dimensional high-order accurate 
ENO schemes for solving the hyperbolic conservation laws. The finite difference ENO 
schemes were presented in [45, 46]. In 1994, Liu et al. [33] came up with a first weighted 
ENO scheme in a finite volume version that formatted from an rth-order ENO scheme to 
obtain an (r+1)th-order accuracy in smooth regions. In 1996, Jiang and Shu [24] further 
improved the above-mentioned WENO scheme [33] and approached a (2r–1)th-order 
accuracy in a finite difference version. In 1999, Hu and Shu [23] presented third-order 
and fourth-order finite volume WENO schemes on triangular meshes. In 2009, Zhang 
and Shu [52] constructed a third-order WENO scheme on tetrahedral meshes. And the 
optimized WENO schemes [49], monotonicity preserving WENO schemes [3], hybrid 
compact WENO schemes [35, 41], robust WENO schemes [22, 34, 42], and central/
compact WENO (CWENO) schemes [1, 6, 11, 13, 25, 30, 31, 38] were also developed 
with various advantages. For solving compressible gas dynamics problems, the WENO 
schemes with high-order accuracy [36] are based on local characteristic decompositions 
and numerical flux splitting methods for the sake of suppressing spurious oscillations 
near discontinuities. These classical finite difference and finite volume WENO schemes 
[7, 8, 17, 23, 24, 33, 43, 45, 46, 51, 52] have been quite successful in numerical simu-
lations, especially for some problems containing strong shocks, contact discontinuities, 
and complex small structures.

In 2005, Henrick et al. [20] found that the fifth-order WENO [24] has only third-order 
accuracy at the critical points in smooth regions. Therefore, they adopted a simple map-
ping function to the original weights in [24] and designed a mapped WENO method to 
achieve the fifth-order accuracy near critical points in smooth regions. Later, Feng et al. 
[12] studied the mapped WENO scheme [20] and found a fact that the mapping function 
specified in [20] may amplify the effect from the non-smooth stencils and cause a poten-
tial loss of accuracy near strong discontinuities. Bryson and Levy gave mapped WENO 
and weighted power ENO reconstructions in semi-discrete central schemes [5] for the 
Hamilton-Jacobi equations. They studied such high-order schemes by combining the Kur-
ganov-Noelle-Petrova flux with the weighted power ENO [39, 40] and the mapped WENO 
reconstructions [20]. In [20], the mapped WENO interpolations improved the accuracy of 
the WENO reconstructions using a nonlinear mapping of the WENO weights. And they 
also conducted a study on the effect of composing the mapped WENO reconstruction on 
top of the weighted power ENO interpolations for the first time. In 2013, Gao and Don 
applied a mapped hybrid central-WENO scheme [14] for calculating detonation waves. 
More recently, Hong et al. proposed a mapping-function-free WENO-M scheme with low 
computational cost in [21]. Generally speaking, since the classical WENO scheme [24] lost 
its accuracy at the critical points in smooth regions, an extra mapping function was intro-
duced by Henrick and other researchers [5, 12, 14, 20, 21] to overcome this drawback with 
significantly increased numerical accuracy near the smooth extrema.

In this paper, we present a new type of high-order finite difference MWENO schemes 
with unequal-sized stencils. For simplicity, we only design the seventh-order and ninth-
order MWENO schemes as examples. For the purpose of constructing high-order 
finite difference WENO schemes with the equal-sized stencils, the wider stencils are 
applied and the information of the nodal points defined on them is used to reconstruct 
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high-degree polynomials to approximate variables at the half points. It is hard to directly 
apply high-order WENO schemes [3] (beyond fifth-order accuracy) with bigger CFL 
numbers for solving some extreme examples, such as the interaction of the blast wave 
problem [24] which has very large/small pressure, the one-dimensional and two-dimen-
sional Sedov blast wave problems [26, 37] which have very low density and strong 
shocks, and the Leblanc problem [32] which has large pressure and small density, since 
the four-point or five-point stencils are too wide and the discontinuities might lie in all 
candidate equal-sized stencils and thus result in the appearance of the oscillations. The 
more we use wider candidate stencils, the bigger the probability of discontinuities lies in 
all stencils. An acceptable remedy is to divide some four-point or five-point stencils into 
several smaller three-point stencils, so as to decrease the probability of the discontinui-
ties lying in all stencils. However, one major difficulty of such splitting stencil methodol-
ogy is its wastage of high-order accuracy for the unequal degree polynomials defined on 
these unequal-sized stencils and the difference quantity between the nonlinear weights 
and the linear weights will not obey the principle proposed by Jiang and Shu in [24] 
any more, leading to the loss of accuracy in smooth regions. We should define a series 
of new mapping functions to obtain the mapped nonlinear weights to decrease associ-
ated difference quantity between the mapped nonlinear weights and the linear weights 
to a satisfactory quantity for the sake of sustaining the designed high-order accuracy in 
smooth regions. We should emphasize a fact that the usage of the new mapping functions 
is very different from [4, 5, 9, 12, 14, 20, 21] and our purpose of applying such new map-
ping functions is not to specifically increase numerical accuracy at the smooth extrema, 
but to gain the optimal order of accuracy in general smooth regions.

The organization of the paper is as follows. In Sect. 2, we review the new seventh-order 
and ninth-order finite difference MWENO schemes with unequal-sized stencils including 
the computation of the linear weights, smoothness indicators, and nonlinear weights. We 
also analyze the truncation error of the smoothness indicators, and construct five different 
new mapping functions to obtain the mapped nonlinear weights and decrease the differ-
ence quantity of the mapped nonlinear weights and the linear weights from O(hr) to O(h3r)
–O(h11r) . In Sect. 3, some benchmark numerical examples including low density (vacuum) 
and low pressure with strong shocks are presented to verify the numerical accuracy, effi-
ciency, and robustness of the new high-order finite difference MWENO schemes. Conclud-
ing remarks are given in Sect.  4.

2 � High‑Order Finite Difference MWENO Schemes

In this section, we first design the new seventh-order and ninth-order finite difference mapped 
WENO schemes for solving the one-dimensional hyperbolic conservation laws:

The semi-discretization formula is written as

where L(u) is the high-order spatial discretization formulation of −fx(u) . For simplic-
ity, the mesh is uniformly distributed into cells Ii = [xi−1∕2, xi+1∕2] , with the cell size 

(1)
{

ut + fx(u) = 0,

u(x, 0) = u0(x).

(2)
du

dt
= L(u),
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xi+1∕2 − xi−1∕2 = h and cell centers xi =
1

2
(xi+1∕2 + xi−1∕2) , and ui(t) is defined as the 

approximation to u(xi, t) . Herein, the right-hand side of (2) can be written as

where f̂i+1∕2 is a numerical flux which is a high-order approximation to function v at the 
boundary xi+1∕2 of target cell Ii , where v is an implicit function defined as 
f (u) =

1

h
∫ xi+1∕2
xi−1∕2

v(�)d� . If the numerical flux f̂i+1∕2 is taken to be the (2r+1)th-order approx-
imation to v at xi+1∕2 , then 1

h
(f̂i+1∕2 − f̂i−1∕2) is the (2r+1)th-order approximation to fx(u) at 

x = xi . For an ordinary flux f(u), it can be split into two parts: f (u) = f +(u) + f −(u) with 
df +(u)

du
⩾ 0 and df

−(u)

du
⩽ 0 . Here, a simplest Lax-Friedrichs splitting is applied

in which � is defined as � = max
u

|f �(u)| over the whole range of u. Let f̂ +
i+1∕2

 and f̂ −
i+1∕2

 be 
the numerical fluxes at xi+1∕2 for the positive and negative parts of f(u), respectively, and 
f̂i+1∕2 is defined as f̂ +

i+1∕2
+ f̂ −

i+1∕2
.

Now, we only describe the reconstruction procedure of f̂ +
i+1∕2

 , since the reconstruction pro-
cedure of f̂ −

i+1∕2
 is mirror symmetric with respect to xi+1∕2 of that for f̂ +

i+1∕2
.

Step (i) Choose the big stencil T = {Ii−r,⋯ , Ii+r} and construct the 2r degree polynomial 
p(x) satisfying

The values of the function p(x) at the half point xi+1∕2 can be written as a linear combina-
tion of {f +

j
} . For example, if r = 3 , we get

And if r = 4 , we get

 Step (ii) Then, a modified classical WENO procedure with unequal-sized stencils is ful-
filled in the following. The big stencil T is divided into some unequal-sized smaller sten-
cils. For the seventh-order scheme, we have r = 3 and the smaller unequal-sized stencils 
are S1 = {Ii−3, Ii−2, Ii−1, Ii} , S2 = {Ii−2, Ii−1, Ii} , S3 = {Ii−1, Ii, Ii+1} , S4 = {Ii, Ii+1, Ii+2} , and 
S5 = {Ii, Ii+1, Ii+2, Ii+3} . We construct different degree polynomials pn(x) on these stencils, 
such that

and

(3)L(ui(t)) = −
1

h
(f̂i+1∕2 − f̂i−1∕2),

(4)f ±(u) =
1

2
(f (u) ± �u),

(5)
1

h ∫Ij

p(x)dx = f +
j
= f +(uj), j = i − r,⋯ , i + r.

(6)p(xi+1∕2) =
−3f +

i−3
+ 25f +

i−2
− 101f +

i−1
+ 319f +

i
+ 214f +

i+1
− 38f +

i+2
+ 4f +

i+3

420
.

(7)

p(xi+1∕2) =(4f
+
i−4

− 41f +
i−3

+ 199f +
i−2

− 641f +
i−1

+ 1 879f +
i
+ 1 375f +

i+1
− 305f +

i+2
+

55f +
i+3

− 5f +
i+4

)∕2 520.

1

h ∫Ii−l

p1(x)dx =f
+
i−l
, l = 0, 1, 2, 3,

1

h ∫Ii−4+n+l

pn(x)dx =f
+
i−4+n+l

, n = 2, 3, 4; l = 0, 1, 2,
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The values of reconstructed polynomials pn(x), n = 1,⋯ , 5 at the half point xi+∕2 are a lin-
ear combination of {f +

j
}:

For the ninth-order scheme, we have r = 4 and the smaller unequal-sized stencils are  
S1 = {Ii−4, Ii−3, Ii−2, Ii−1, Ii} , S2 = {Ii−3, Ii−2, Ii−1, Ii, Ii+1} , S3 = {Ii−2, Ii−1, Ii} , S4 = {Ii−1, Ii, Ii+1} , 
S5 = {Ii, Ii+1, Ii+2} , S6 = {Ii−1, Ii, Ii+1, Ii+2 , Ii+3} , and S7 = {Ii, Ii+1, Ii+2, Ii+3 ,  
Ii+4} . We construct different degree polynomials pn(x) on these stencils, such that

The values of reconstructed polynomials pn(x), n = 1,⋯ , 7 at the half point xi+1∕2 are a 
linear combination of {f +

j
}:

 Step (iii) Then, we compute the linear weights on condition that the following equation is 
valid:

1

h ∫Ii+l

p5(x)dx = f +
i+l
, l = 0, 1, 2, 3.

(8)p1(xi+1∕2) =(−3f
+
i−3

+ 13f +
i−2

− 23f +
i−1

+ 25f +
i
)∕12,

(9)p2(xi+1∕2) =(2f
+
i−2

− 7f +
i−1

+ 11f +
i
)∕6,

(10)p3(xi+1∕2) =(−f
+
i−1

+ 5f +
i
+ 2f +

i+1
)∕6,

(11)p4(xi+1∕2) =(2f
+
i
+ 5f +

i+1
− f +

i+2
)∕6,

(12)p5(xi+1∕2) =(3f
+
i
+ 13f +

i+1
− 5f +

i+2
+ f +

i+3
)∕12.

1

h ∫Ii−5+n+l

pn(x)dx =f
+
i−5+n+l

, n = 1, 2; l = 0,⋯ , 4,

1

h ∫Ii−5+n+l

pn(x)dx =f
+
i−5+n+l

, n = 3, 4, 5; l = 0, 1, 2,

1

h ∫Ii−7+n+l

pn(x)dx =f
+
i−7+n+l

, n = 6, 7; l = 0,⋯ , 4.

(13)p1(xi+1∕2) =(12f
+
i−4

− 63f +
i−3

+ 137f +
i−2

− 163f +
i−1

+ 137f +
i
)∕60,

(14)p2(xi+1∕2) =(−3f
+
i−3

+ 17f +
i−2

− 43f +
i−1

+ 77f +
i
+ 12f +

i+1
)∕60,

(15)p3(xi+1∕2) =(2f
+
i−2

− 7f +
i−1

+ 11f +
i
)∕6,

(16)p4(xi+1∕2) =(−f
+
i−1

+ 5f +
i
+ 2f +

i+1
)∕6,

(17)p5(xi+1∕2) =(2f
+
i
+ 5f +

i+1
− f +

i+2
)∕6,

(18)p6(xi+1∕2) =(−3f
+
i−1

+ 27f +
i
+ 47f +

i+1
− 13f +

i+2
+ 2f +

i+3
)∕60,

(19)p7(xi+1∕2) =(12f
+
i
+ 77f +

i+1
− 43f +

i+2
+ 17f +

i+3
− 3f +

i+4
)∕60.
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For example, if r = 3 , we get

And if r = 4 , we get

 Step (iv) We compute the smoothness indicators �n , which measure how smooth the 
functions pn(x) are in the target cell Ii . The smaller these smoothness indicators are, the 
smoother the functions are in the target cell. We use the same recipe for the smoothness 
indicators as in [2, 24]:

 For example, if r = 3 , we get

The expansions of (23)–(27) in Taylor series about f +
i

 are

p(xi+1∕2) =

m∑
n=1

�npn(xi+1∕2).

(20)
�1 =

1

35
, �2 =

3

35
, �3 =

18

35
, �4 =

9

35
, �5 =

4

35
.

(21)�1 =
1

126
, �2 =

10

63
, �3 =

1

21
, �4 =

6

21
, �5 =

3

21
, �6 =

20

63
, �7 =

5

126
.

(22)�n =

r∑
�=1

∫Ii

h2�−1
(
d
�pn(x)

dx�

)2

dx.

(23)

�1 =
781

720
(−f +

i−3
+ 3f +

i−2
− 3f +

i−1
+ f +

i
)2 +

13

12
(−f +

i−3
+ 4f +

i−2
− 5f +

i−1
+ 2f +

i
)2

+
1

36
(−2f +

i−3
+ 9f +

i−2
− 18f +

i−1
+ 11f +

i
)2,

(24)�2 =
1

4
(f +
i−2

− 4f +
i−1

+ 3f +
i
)2 +

13

12
(f +
i−2

− 2f +
i−1

+ f +
i
)2,

(25)�3 =
1

4
(−f +

i−1
+ f +

i+1
)2 +

13

12
(f +
i−1

− 2f +
i
+ f +

i+1
)2,

(26)�4 =
1

4
(−3f +

i
+ 4f +

i+1
− f +

i+2
)2 +

13

12
(f +
i
− 2f +

i+1
+ f +

i+2
)2,

(27)

�5 =
781

720
(−f +

i
+ 3f +

i+1
− 3f +

i+2
+ f +

i+3
)2 +

13

12
(2f +

i
− 5f +

i+1
+ 4f +

i+2
− f +

i+3
)2

+
1

36
(−11f +

i
+ 18f +

i+1
− 9f +

i+2
+ 2f +

i+3
)2.

(28)

�1 =(2 160h
2((f +

i
)�)2 + 2 340h4((f +

i
)(2))2 − 1 080h5(f +

i
)�(f +

i
)(4) − 7 029h7(f +

i
)(3)(f +

i
)(4)

+ 7 373h8((f +
i
)(4))2 + 33h6(71((f +

i
)(3))2 − 130(f +

i
)(2)(f +

i
)(4)))∕2 160 + O(h9)

=h2((f +
i
)�)2(1 + O(h3)),
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It is assumed that the smoothness indicators can be rewritten as �1 = D(1 + O(h3)) , 
�2,3,4 = D(1 + O(h2)) , and �5 = D(1 + O(h3)) on condition that D = h2((f +

i
)�)2 is a non-zero 

constant independent of n.
If r = 4 , we get

(29)

�2 =h
2((f +

i
)�)2 + h4(13((f +

i
)(2))2 − 8(f +

i
)�(f +

i
)(3))∕12 − 103h7(f +

i
)(3)(f +

i
)(4)∕72+

745h8((f +
i
)(4))2∕1 728 − h5(13(f +

i
)(2)(f +

i
)(3) − 3(f +

i
)�(f +

i
)(4))∕6 + h6(86((f +

i
)(3))2

+ 91(f +
i
)(2)(f +

i
)(4))∕72 + O(h9)

=h2((f +
i
)�)2(1 + O(h2)),

(30)

�3 =h
2((f +

i
)�)2 + h4(13((f +

i
)(2))2 + 4(f +

i
)�(f +

i
)(3))∕12 + 13h8((f +

i
)(4))2∕1 728 + h6(2

((f +
i
)(3))2 + 13(f +

i
)(2)(f +

i
)(4))∕72 + O(h9)

=h2((f +
i
)�)2(1 + O(h2)),

(31)

�4 =h
2((f +

i
)�)2 + h4(13((f +

i
)(2))2 − 8(f +

i
)�(f +

i
)(3))∕12 + 103h7(f +

i
)(3)(f +

i
)(4)∕72+

745h8((f +
i
)(4))2∕1 728 + h5(13(f +

i
)(2)(f +

i
)(3) − 3(f +

i
)�(f +

i
)(4))∕6 + h6(86((f +

i
)(3))2

+ 91(f +
i
)(2)(f +

i
)(4))∕72 + O(h9)

=h2((f +
i
)�)2(1 + O(h2)),

(32)

�5 =(2 160h
2((f +

i
)�)2 + 2 340h4((f +

i
)(2))2 + 1 080h5(f +

i
)�(f +

i
)(4) + 7 029h7(f +

i
)(3)(f +

i
)(4)

+ 7 373h8((f +
i
)(4))2 + 33h6(71((f +

i
)(3))2 − 130(f +

i
)(2)(f +

i
)(4)))∕2 160 + O(h9)

=h2((f +
i
)�)2(1 + O(h3)).

(33)

�1 =
1 421 461

1 310 400
(f +
i−4

− 4f +
i−3

+ 6f +
i−2

− 4f +
i−1

+ f +
i
)2

+
781

2 880
(3f +

i−4
− 14f +

i−3
+ 24f +

i−2
− 18f +

i−1
+ 5f +

i
)2

+
1

15 600
(119f +

i−4
− 606f +

i−3
+ 1 234f +

i−2
− 1 126f +

i−1
+ 379f +

i
)2

+
1

1 440
(3f +

i−4
− 16f +

i−3
+ 36f +

i−2
− 48f +

i−1
+ 25f +

i
)2,

(34)

�2 =
1 421 461

1 310 400
(f +
i−3

− 4f +
i−2

+ 6f +
i−1

− 4f +
i
+ f +

i+1
)2

+
781

2 880
(f +
i−3

− 6f +
i−2

+ 12f +
i−1

− 10f +
i
+ 3f +

i+1
)2

+
1

15 600
(−11f +

i−3
+ 44f +

i−2
+ 64f +

i−1
− 216f +

i
+ 119f +

i+1
)2

+
1

1 440
(−f +

i−3
+ 6f +

i−2
− 18f +

i−1
+ 10f +

i
+ 3f +

i+1
)2,
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The expansions of (33)–(39) in Taylor series about f +
i

 are

(35)�3 =
1

4
(f +
i−2

− 4f +
i−1

+ 3f +
i
)2 +

13

12
(f +
i−2

− 2f +
i−1

+ f +
i
)2,

(36)�4 =
1

4
(−f +

i−1
+ f +

i+1
)2 +

13

12
(f +
i−1

− 2f +
i
+ f +

i+1
)2,

(37)�5 =
1

4
(−3f +

i
+ 4f +

i+1
− f +

i+2
)2 +

13

12
(f +
i
− 2f +

i+1
+ f +

i+2
)2,

(38)

�6 =
1 421 461

1 310 400
(f +
i−1

− 4f +
i
+ 6f +

i+1
− 4f +

i+2
+ f +

i+3
)2

+
781

2 880
(−3f +

i−1
+ 10f +

i
− 12f +

i+1
+ 6f +

i+2
− f +

i+3
)2

+
1

15 600
(119f +

i−1
− 216f +

i
+ 64f +

i+1
+ 44f +

i+2
− 11f +

i+3
)2

+
1

1 440
(−3f +

i−1
− 10f +

i
+ 18f +

i+1
− 6f +

i+2
+ f +

i+3
)2,

(39)

�7 =
1 421 461

1 310 400
(f +
i
− 4f +

i+1
+ 6f +

i+2
− 4f +

i+3
+ f +

i+4
)2

+
781

2 880
(−5f +

i
+ 18f +

i+1
− 24f +

i+2
+ 14f +

i+3
− 3f +

i+4
)2

+
1

15 600
(379f +

i
− 1 126f +

i+1
+ 1 234f +

i+2
− 606f +

i+3
+ 119f +

i+4
)2

+
1

1 440
(−25f +

i
+ 48f +

i+1
− 36f +

i+2
+ 16f +

i+3
− 3f +

i+4
)2.

(40)

�1 =h
2((f +

i
)�)2 + 13h4((f +

i
)(2))2∕12 − 9h7(f +

i
)(2)(f +

i
)(5)∕5 − 21 857h9(f +

i
)(4)(f +

i
)(5)∕5 040

+ 1 135 501h10((f +
i
)(5))2∕134 400 + h6(781((f +

i
)(3))2 − 2(f +

i
)(2)(f +

i
)(4)

− 288(f +
i
)�(f +

i
)(5))∕720 + h8(32 803((f +

i
)(4))2 − 114 807(f +

i
)(3)(f +

i
)(5))∕30 240 + O(h11)

=h2((f +
i
)�)2(1 + O(h4)),

(41)

�2 =h
2((f +

i
)�)2 + 13h4((f +

i
)(2))2∕12 + 11h7(f +

i
)(2)(f +

i
)(5)∕60

− 21 871h9(f +
i
)(4)(f +

i
)(5)∕10 080 + 156 281h10((f +

i
)(5))2∕134 400

+ h6(781((f +
i
)(3))2 − 2(f +

i
)(2)(f +

i
)(4)

+ 72(f +
i
)�(f +

i
)(5))∕720 + h8(32 803((f +

i
)(4))2

− 16 401(f +
i
)(3)(f +

i
)(5))∕30 240 + O(h11)

= h2((f +
i
)�)2(1 + O(h4)),
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It is assumed that the smoothness indicators can be rewritten as �1,2 = D(1 + O(h4)) , 
�3,4,5 = D(1 + O(h2)) , and �6,7 = D(1 + O(h4)) on condition that D = h2((f +

i
)�)2 is a non-

zero constant independent of n.
Step (v) Then, the nonlinear weights based on the linear weights and the smoothness indi-

cators [44] are

If r = 3 and 𝜀 ≪ 𝛽k , we substitute (28)–(32) into (47) and obtain �1 =
�1

D2
(1 + O(h3)) , 

�2 =
�2

D2
(1 + O(h2)) , �3 =

�3

D2
(1 + O(h2)) , �4 =

�4

D2
(1 + O(h2)) , and �5 =

�5

D2
(1 + O(h3)) . 

(42)

�3 =h
2((f +

i
)�)2 + h4(13((f +

i
)(2))2 − 8(f +

i
)�(f +

i
)(3))∕12 − 103h7(f +

i
)(3)(f +

i
)(4)∕72

+ 745h8((f +
i
)(4))2∕1 728 − h5(13(f +

i
)(2)(f +

i
)(3) − 3(f +

i
)�(f +

i
)(4))∕6 + h6(86((f +

i
)(3))2

+ 91(f +
i
)(2)(f +

i
)(4))∕72 + O(h9)

=h2((f +
i
)�)2(1 + O(h2)),

(43)

�4 =h
2((f +

i
)�)2 + h4(13((f +

i
)(2))2 + 4(f +

i
)�(f +

i
)(3))∕12 + 13h8((f +

i
)(4))2∕1 728

+ h6(2((f +
i
)(3))2 + 13(f +

i
)(2)(f +

i
)(4))∕72 + O(h9)

=h2((f +
i
)�)2(1 + O(h2)),

(44)

�5 =h
2((f +

i
)�)2 + h4(13((f +

i
)(2))2 − 8(f +

i
)�(f +

i
)(3))∕12 + 103h7(f +

i
)(3)(f +

i
)(4)∕72

+ 745h8((f +
i
)(4))2∕1 728 + h5(13(f +

i
)(2)(f +

i
)(3) − 3(f +

i
)�(f +

i
)(4))∕6

+ h6(86((f +
i
)(3))2 + 91(f +

i
)(2)(f +

i
)(4))∕72 + O(h9)

=h2((f +
i
)�)2(1 + O(h2)),

(45)

�6 =h
2((f +

i
)�)2 + 13h4((f +

i
)(2))2∕12 − 11h7(f +

i
)(2)(f +

i
)(5)∕60

+ 21 871h9(f +
i
)(4)(f +

i
)(5)∕10 080 + 156 281h10((f +

i
)(5))2∕134 400

+ h6(781((f +
i
)(3))2 − 2(f +

i
)(2)(f +

i
)(4)

+ 72(f +
i
)�(f +

i
)(5))∕720 + h8(32 803((f +

i
)(4))2

− 16 401(f +
i
)(3)(f +

i
)(5))∕30 240 + O(h11)

=h2((f +
i
)�)2(1 + O(h4)),

(46)

�7 =h
2((f +

i
)�)2 + 13h4((f +

i
)(2))2∕12 + 9h7(f +

i
)(2)(f +

i
)(5)∕5 + 21 857h9(f +

i
)(4)(f +

i
)(5)∕5 040

+ 1 135 501h10((f +
i
)(5))2∕134 400 + h6(781((f +

i
)(3))2 − 2(f +

i
)(2)(f +

i
)(4)

− 288(f +
i
)�(f +

i
)(5))∕720 + h8(32 803((f +

i
)(4))2

− 114 807(f +
i
)(3)(f +

i
)(5))∕30 240 + O(h11)

=h2((f +
i
)�)2(1 + O(h4)).

(47)
�(JS)
n

=
�n

m∑
k=1

�k

, �n =
�n

(� + �n)
2
, n = 1,⋯ ,m.
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Then, we get �1 = �1 + O(h3) , �2 = �2 + O(h2) , �3 = �3 + O(h2) , �4 = �4 + O(h2) , 
and �5 = �5 + O(h3) . If r = 4 and 𝜀 ≪ 𝛽k , we substitute (40)–(46) into (47) and obtain 
�1 =

�1

D2
(1 + O(h4)) , �2 =

�2

D2
(1 + O(h4)) , �3 =

�3

D2
(1 + O(h2)) , �4 =

�4

D2
(1 + O(h2)) , 

�5 =
�5

D2
(1 + O(h2)) , �6 =

�6

D2
(1 + O(h4)) , and �7 =

�7

D2
(1 + O(h4)) . Then, we get 

�1 = �1 + O(h4) , �2 = �2 + O(h4) , �3 = �3 + O(h2) , �4 = �4 + O(h2) , �5 = �5 + O(h2) , 
�6 = �6 + O(h4) , and �7 = �7 + O(h4) . Herein, the associated new schemes with une-
qual-sized stencils could not sustain their designed order of accuracy. For the purpose of 
decreasing the difference quantity between the nonlinear weights and the linear weights, 
five different types of new mapping functions are proposed in the following.

Type (i): the mapping function is monotonically increasing with finite slope and satis-
fies the conditions gn(0) = 0 , gn(1) = 1 , gn(�n) = �n , g(�)

n
(�n) = 0 , � = 1, 2 , and 

g(3)
n
(�n) =

3!

(−1+�n)
2
≠ 0,

If � = �n + O(hr) , we get gn(�) = �n + O(h3r).
Type (ii): the mapping function is monotonically increasing with finite slope and sat-

isfies the conditions gn(0) = 0 , gn(1) = 1 , gn(�n) = �n , g(�)n
(�n) = 0 , 𝓁 = 1,⋯ , 4 , and 

g(5)
n
(�n) ≠ 0,

If � = �n + O(hr) , we get gn(�) = �n + O(h5r).
Type (iii): the mapping function is monotonically increasing with finite slope and sat-

isfies the conditions gn(0) = 0 , gn(1) = 1 , gn(�n) = �n , g(�)n
(�n) = 0 , 𝓁 = 1,⋯ , 6 , and 

g(7)
n
(�n) ≠ 0,

If � = �n + O(hr) , we get gn(�) = �n + O(h7r).
Type (iv): the mapping function is monotonically increasing with finite slope and sat-

isfies the conditions gn(0) = 0 , gn(1) = 1 , gn(�n) = �n , g(�)n
(�n) = 0 , 𝓁 = 1,⋯ , 8 , and 

g(9)
n
(�n) ≠ 0,

If � = �n + O(hr) , we get gn(�) = �n + O(h9r).
Type (v): the mapping function is monotonically increasing with finite slope and sat-

isfies the conditions gn(0) = 0 , gn(1) = 1 , gn(�n) = �n , g(�)n
(�n) = 0 , 𝓁 = 1,⋯ , 10 , and 

g(11)
n

(�n) ≠ 0,

(48)gn(�) =
(−1 + �n)

2�n�

�3
n
+ � − 2�2

n
� − �3 + �n�(−2 + 3�)

, n = 1,⋯ ,m.

(49)
gn(�) =(�(�n + �4

n
+ �3

n
(6 − 10�) − 5�n�

3 + �4 + 2�2
n
(−2 + 5�2)))∕(�4

n
+ �

− 4�n� + 6�2
n
� − 4�3

n
�), n = 1,⋯ ,m.

(50)

gn(�) =(�(�n + �6
n
− 7�n�

5 + �6 − 3�5
n
(−5 + 7�) + 5�4

n
(−4 + 7�2)

− 5�3
n
(−3 + 7�3) + 3�2

n
(−2 + 7�4)))∕(�6

n
+ � − 6�n� + 15�2

n
� − 20�3

n
� + 15�4

n
�

− 6�5
n
�), n = 1,⋯ ,m.

(51)

gn(�) =(�(�n + �8
n
− 9�n�

7 + �8 − 4�7
n
(−7 + 9�) + 28�6

n
(−2 + 3�2)

− 14�5
n
(−5 + 9�3) + 14�4

n
(−4 + 9�4) + �3

n
(28 − 84�5) + 4�2

n
(−2 + 9�6)))∕(�8

n
+ �

− 8�n� + 28�2
n
� − 56�3

n
� + 70�4

n
� − 56�5

n
� + 28�6

n
� − 8�7

n
�),

n = 1,⋯ ,m.
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If � = �n + O(hr) , we get gn(�) = �n + O(h11r).
Since the type (i) mapping functions are good enough for our computations in this 

paper, we only show this type of mapping functions in Fig. 1 for r = 3 and r = 4 cases. And 
the associated Taylor series expansions of gn(�) for � at �n yield

And this mapping function satisfies the properties including: if � ∈ [0, 1] , then 
gn(�) ∈ [0, 1] , gn(0) = 0 , and gn(1) = 1 ; if � ≈ 0 , then gn(�) ≈ 0 ; if � ≈ 1 , then gn(�) ≈ 1 ; 
if � = �n + O(hr) , then gn(�) = �n + O(h3r) . Then the mapped nonlinear weights are 
defined as

If r = 3 and 𝜀 ≪ 𝛽k , we substitute (28)–(32) into (54) and obtain �(M)

1
= �1 + O(h9) , 

�
(M)

2
= �2 + O(h6) , �

(M)

3
= �3 + O(h6) , �

(M)

4
= �4 + O(h6) , and �

(M)

5
= �5 + O(h9) . If 

r = 4 and 𝜀 ≪ 𝛽k , we substitute (40)–(46) into (54) and obtain �(M)

1
= �1 + O(h12) , 

(52)

gn(�) =(�(�n + �10
n

+ �9
n
(45 − 55�) − 11�n�

9 + �10 + 15�8
n
(−8 + 11�2)

− 30�7
n
(−7 + 11�3) + 42�6

n
(−6 + 11�4) − 42�5

n
(−5 + 11�5) + 30�4

n
(−4 + 11�6)

+ �3
n
(45 − 165�7) + 5�2

n
(−2 + 11�8)))∕(�10

n
+ � − 10�n� + 45�2

n
� − 120�3

n
� + 210�4

n
�

− 252�5
n
� + 210�6

n
� − 120�7

n
� + 45�8

n
� − 10�9

n
�), n = 1,⋯ ,m.

(53)

gn(�) =gn(�n) + g�
n
(�n)(� − �n) +

g��
n
(�n)

2!
(� − �n)

2 +
g���
n
(�n)

3!
(� − �n)

3

+
g����
n

(�n)

4!
(� − �n)

4 +⋯ = �n +
(� − �n)

3

(−1 + �n)
2
+

(� − �n)
4

(−1 + �n)
2�n

+⋯ .

(54)
�(M)
n

=
gn(�

(JS)
n

)

m∑
k=1

gk(�
(JS)

k
)

, n = 1,⋯ ,m.
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Fig. 1   Left: mapping functions with r = 3 and Ψ = gn(�), n = 1,⋯ , 5 . Solid line: the identity mapping; 1 
and solid line: �1 =

1

35
 ; 2 and solid line: �2 =

3

35
 ; 3 and solid line: �3 =

18

35
 ; 4 and solid line: �4 =

9

35
 ; 5 and 

solid line: �5 =
4

35
 . Right: mapping functions with r = 4 and Ψ = gn(�), n = 1,⋯ , 7 . Solid line: the identity 

mapping; 1 and solid line: �1 =
1

126
 ; 2 and solid line: �2 =

10

63
 ; 3 and solid line: �3 =

1

21
 ; 4 and solid line: 

�4 =
6

21
 ; 5 and solid line: �5 =

3

21
 ; 6 and solid line: �6 =

20

63
 ; 7 and solid line: �7 =

5

126
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�
(M)

2
= �2 + O(h12) , �

(M)

3
= �3 + O(h6) , �

(M)

4
= �4 + O(h6) , �

(M)

5
= �5 + O(h6) , 

�
(M)

6
= �6 + O(h12) , and �(M)

7
= �7 + O(h12) . In our computations, we set � = 10−6 . By 

doing so, the designed high order of accuracy is obtained. The final reconstruction of the 
numerical flux for the positive part of f(u) at the half point x = xi+1∕2 is given by

 Step (vi) The semi-discrete scheme (2) is discretized in time by a third-order TVD Runge-
Kutta method [45]:

Remark 1  For systems of the Euler equations, all of the reconstructions are performed in 
the local characteristic directions to avoid spurious oscillations. When the problems are 
extended to two-dimensional cases, the reconstructing procedure is executed in a dimen-
sion-by-dimension fashion.

3 � Numerical Tests

In this section, we present the numerical results of some benchmark tests using the seventh-
order and ninth-order MWENO schemes with unequal-sized stencils which are termed 
as MWENO7 and MWENO9 schemes comparing with the classical same-order WENO 
schemes [24, 44] which are termed as WENO7-JS and WENO9-JS schemes, respectively. 
These new high-order MWENO schemes can also compute some extreme examples, such 
as the one-dimensional and two-dimensional Sedov blast wave problems, the one-dimen-
sional and two-dimensional double rarefaction wave problems, and the Leblanc problem 
with a normal CFL number and without any positivity preserving procedure [53–56] to 
suppress negative density and negative pressure. Therefore, the CFL number is set as 0.6 
for all examples in this paper, except for the accuracy test cases, where we set Δt = CFL

�
h

7

3 
and Δt = CFL

�
h3 for the seventh-order and ninth-order schemes, respectively, to ensure the 

spatial error dominates over the temporary error.

Example 1  We solve the scalar linear equation

with the initial condition u(x, 0) = sin(�x) . The periodic boundary condition is applied in 
this test. The solution is computed up to t = 2 . The errors and numerical orders of accuracy 
for the MWENO7 and MWENO9 schemes together with the WENO7-JS and WENO9-
JS schemes for comparison are shown in Table  1. We can see that the new high-order 

(55)f̂ +
i+1∕2

=

m∑
n=1

𝜔(M)
n

pn(xi+1∕2).

(56)

⎧⎪⎪⎨⎪⎪⎩

u(1) =un + ΔtL(un),

u(2) =
3

4
un +

1

4
u(1) +

1

4
ΔtL(u(1)),

un+1 =
1

3
un +

2

3
u(2) +

2

3
ΔtL(u(2)).

(57)ut + ux = 0, x ∈ [0, 2]
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MWENO schemes keep the designed order of accuracy, while the classical WENO7-JS 
scheme could not attain its optimal accuracy and the WENO9-JS scheme could get its 
optimal accuracy. And the absolute truncation errors of two classical WENO schemes are 
bigger than those of the associated same-order MWENO schemes. Figure  2 shows that 
the MWENO schemes need less CPU time than the WENO-JS schemes to obtain the 
same quantities of L1 and L∞ errors, so the MWENO schemes are more efficient than the 
WENO-JS schemes in this test case.

Example 2  We solve the one-dimensional Euler equations

The initial conditions are �(x, 0) = 1 + 0.2 sin(�x) , u(x, 0) = 1.0 , and p(x, 0) = 1 . The com-
puting domain is x ∈ [0, 2] . The periodic boundary condition is applied in this test. The 
exact density solution is �(x, t) = 1 + 0.2 sin(�(x − t)) . The final time is t = 2 . The errors 
and numerical orders of accuracy for the density of the MWENO7 and MWENO9 schemes 
together with the WENO7-JS and WENO9-JS schemes are shown in Table 2. Similar to 
the previous example, we can see that the new MWENO schemes could keep the designed 
order of accuracy, while the WENO7-JS scheme could not attain its seventh-order accuracy 
and the WENO9-JS scheme could keep the ninth-order accuracy in smooth regions. And 
the absolute truncation errors of two MWENO schemes are smaller than that of the associ-
ated same-order WENO schemes once again. Figure 3 shows that the MWENO schemes 
need less CPU time than the WENO-JS schemes to obtain the same quantities of L1 and 

(58)
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Table 1   ut + ux = 0 , u(x, 0) = sin(�x) , T = 2 , L1 and L∞ errors

Grid points MWENO7 scheme WENO7-JS scheme

L
1 error Order L

∞ error Order L
1 error Order L

∞ error Order

10 2.25E–3 3.77E–3 3.91E–3 9.24E–3
20 9.18E–6 7.94 1.45E–5 8.02 9.11E–5 5.42 2.42E–4 5.25
30 3.76E–7 7.88 6.43E–7 7.69 7.31E–6 6.22 2.73E–5 5.38
40 4.43E–8 7.43 7.51E–8 7.46 1.29E–6 6.00 5.79E–6 5.40
50 8.76E–9 7.26 1.44E–8 7.40 3.20E–7 6.28 1.85E–6 5.11
60 2.36E–9 7.18 3.88E–9 7.19 1.10E–7 5.81 6.91E–7 5.40

Grid points MWENO9 scheme WENO9-JS scheme

L
1 error Order L

∞ error Order L
1 error Order L

∞ error Order

10 5.05E–4 9.39E–4 4.45E–4 8.31E–4
20 5.14E–7 9.94 1.04E–6 9.81 1.14E–6 8.61 2.30E–6 8.49
30 1.09E–8 9.50 2.56E–8 9.14 2.58E–8 9.34 5.67E–8 9.13
40 7.72E–10 9.20 2.04E–9 8.79 1.83E–9 9.20 4.25E–9 9.01
50 9.95E–11 9.18 2.74E–10 9.00 2.33E–10 9.23 5.86E–10 8.87
60 1.84E–11 9.26 5.36E–11 8.96 4.43E–11 9.12 1.06E–10 9.35
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L∞ errors, so the MWENO schemes are more efficient than the WENO-JS schemes in this 
one-dimensional example.

Example 3  We solve the linear equation in two dimensions:

(59)ut + ux + uy = 0, (x, y) ∈ [0, 2] × [0, 2],

1

1

1

1

1
1

2

2

2

2
2

2

Log10(CPU time/s) Log10(CPU time/s)

Log10(CPU time/s) Log10(CPU time/s)

L
o

g
10

(L
1 

er
ro

r)
L

o
g

10
(L

1 
er

ro
r)

-2.5 -2.0 -1.5 -1.0 -0.5 0 0.5 1.0
-11

-10

-9

-8

-7

-6

-5

-4

-3

-2

-1

0

1

1

1

1

1

1
1

2

2

2

2
2

2

L
o

g
10

(L
∞∞

 e
rr

o
r)

L
o

g
10

( L
∞∞

 e
rr

o
r)

-2.5 -2.0 -1.5 -1.0 -0.5 0 0.5 1.0
-11

-10

-9

-8

-7

-6

-5

-4

-3

-2

-1

0

1

3

3

3

3

3

3

4

4

4

4

4

4

-2.0 -1.5 -1.0 -0.5 0 0.5 1.0 1.5
-12

-11

-10

-9

-8

-7

-6

-5

-4

-3

-2

3

3

3

3

3

3

4

4

4

4

4

4

-2.0 -1.5 -1.0 -0.5 0 0.5 1.0 1.5
-12

-11

-10

-9

-8

-7

-6

-5

-4

-3

-2

Fig. 2   ut + ux = 0 , u(x, 0) = sin(�x) . Computing time and error. Number signs “1” and a solid line denote 
the results of seventh-order MWENO scheme; number signs “2” and a solid line denote the results of sev-
enth-order WENO-JS scheme; number signs “3” and a solid line denote the results of ninth-order MWENO 
scheme; number signs “4” and a solid line denote the results of ninth-order WENO-JS scheme
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with the initial condition u(x, y, 0) = sin(�(x + y)) and the periodic boundary conditions are 
applied in both directions. The final time is t = 2 . The errors and numerical orders of accu-
racy for the MWENO7 scheme, MWENO9 scheme, WENO7-JS scheme, and WENO9-JS 
scheme are shown in Table 3. Similar to the one-dimensional test cases, we find that the 
new MWENO schemes would keep the designed order of accuracy; simultaneously, the 
WENO7-JS scheme could not keep its seventh-order accuracy and the WENO9-JS scheme 
could keep its ninth-order accuracy again. And the absolute truncation errors of MWENO 
schemes are smaller than that of the same-order accurate WENO schemes. Figure 4 shows 
that the MWENO schemes need less CPU time than the WENO-JS schemes to obtain the 
same quantities of L1 and L∞ errors, so the MWENO schemes are more efficient than the 
WENO-JS schemes in this two-dimensional scalar example.

Example 4  We solve the two-dimensional Euler equations:

The initial conditions are �(x, y, 0) = 1 + 0.2 sin(�(x + y)) , u(x, y, 0) = 0.7 , v(x, y, 0) = 0.3 , 
and p(x, y, 0) = 1 . The computational domain is (x, y) ∈ [0, 2] × [0, 2] . Periodic 
boundary conditions are applied in both directions. The exact density solution is 
�(x, y, t) = 1 + 0.2 sin(�(x + y − t)) . The final time is t = 2 . The errors and numerical orders 
of accuracy for the MWENO7 and MWENO9 schemes together with two classical WENO 
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Table 2   1D-Euler equations: initial data �(x, 0) = 1 + 0.2 sin(�x) , u(x, 0) = 1.0 , and p(x, 0) = 1 . T = 2 . L1 
and L∞ errors

Grid points MWENO7 scheme WENO7-JS scheme

L
1 error Order L

∞ error Order L
1 error Order L

∞ error Order

10 3.13E–4 6.17E–4 8.40E–4 1.45E–3
20 8.13E–7 8.59 1.35E–6 8.84 1.07E–5 6.29 2.55E–5 5.82
30 2.48E–8 8.60 4.52E–8 8.37 7.84E–7 6.46 2.58E–6 5.65
40 2.44E–9 8.06 4.57E–9 7.96 1.34E–7 6.12 4.96E–7 5.74
50 4.46E–10 7.62 8.15E–10 7.73 3.02E–8 6.70 1.55E–7 5.21
60 1.15E–10 7.42 2.06E–10 7.54 8.89E–9 6.71 5.09E–8 6.10

Grid points MWENO9 scheme WENO9-JS scheme

L
1 error Order L

∞ error Order L
1 error Order L

∞ error Order

10 1.78E–4 2.92E–4 1.03E–4 2.24E–4
20 2.03E–7 9.77 4.06E–7 9.49 4.52E–7 7.84 8.08E–7 8.12
30 4.61E–9 9.34 1.04E–8 9.03 1.10E–8 9.16 2.33E–8 8.74
40 3.34E–10 9.12 7.38E–10 9.21 7.82E–10 9.20 1.74E–9 9.03
50 4.42E–11 9.07 1.03E–10 8.82 1.02E–10 9.11 2.26E–10 9.14
60 8.74E–12 8.89 2.10E–11 8.72 1.92E–11 9.16 4.69E–11 8.64
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schemes are shown in Table 4. The proposed MWENO schemes with unequal-sized sten-
cils could keep the designed order of accuracy and the WENO7-JS scheme degrades its 
numerical accuracy again. The associated absolute truncation errors in L1 and L∞ norms 
show that the new high-order MWENO schemes could get more convincing results for this 
example. Figure 5 shows that the MWENO schemes need less CPU time than the WENO-
JS schemes to obtain the same quantities of L1 and L∞ errors, so the MWENO schemes are 
more efficient than the WENO-JS schemes in this two-dimensional example.

Example 5  We consider the one-dimensional Euler equations (58) with a Riemann ini-
tial condition for the Lax problem [27]: (�, u, p)T = (0.445, 0.698, 3.528)T for x ∈ [−5, 0) ; 
(�, u, p)T = (0.5, 0, 0.571)T for x ∈ [0, 5] . The computed density � is plotted at t=1.3 against 
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Fig. 3   1D-Euler equations. Computing time and error. Number signs “1” and a solid line denote the results 
of seventh-order MWENO scheme; number signs “2” and a solid line denote the results of seventh-order 
WENO-JS scheme; number signs “3” and a solid line denote the results of ninth-order MWENO scheme; 
number signs “4” and a solid line denote the results of ninth-order WENO-JS scheme
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the exact solution in Fig.  6. The MWENO7 and MWENO9 schemes could get similar 
results and show less oscillations in the region of [2, 3.2].

Example 6  A higher order scheme would show its advantage when the solu-
tion contains both shocks and complex smooth region structures. A typical exam-
ple for this is the shock interaction with entropy wave problem [46]. We solve the one-
dimensional Euler equations (58) with a moving Ma=3 shock interacting with sine 
waves in density: (�, u, p)T = (3.857 143, 2.629 369, 10.333 333)T for x ∈ [−5,−4) ; 
(�, u, p)T = (1 + 0.2 sin(5x), 0, 1)T for x ∈ [−4, 5] . The computed density � is plotted at 
t=1.8 against the referenced “exact” solution which is a converged solution computed by 
the fifth-order finite difference WENO-JS scheme [24] with 2 000 grid points in Fig. 7. The 
MWENO7 and MWENO9 schemes could get better resolution in the region of [−0.8, 2.4] 
with only 100 points in the computational field.

Example 7  We compute the interaction of the blast wave problem [50] by solving the 
Euler equations (58) with the initial conditions: (�, u, p)T = (1, 0, 1 000)T for x ∈ [0, 0.1) ; 
(�, u, p)T = (1, 0, 0.01)T for x ∈ [0.1, 0.9) ; (�, u, p)T = (1, 0, 100)T for x ∈ [0.9, 1.0] . The 
computed density � is plotted at t=0.038 against the referenced “exact” solution which is a 
converged solution computed by the fifth-order finite difference WENO scheme [24] with 
2 000 grid points in Fig. 8. The MWENO7 and MWENO9 schemes could get sharp sock 
transitions in the computational fields. And the WENO7-JS and WENO9-JS schemes could 
not do associated computations for the sake of their usage of the information in more wider 
stencils to reconstruct high-degree polynomials than that of the MWENO schemes. There-
fore, it results in the collapse of the programs of the WENO7-JS and WENO9-JS schemes.

Table 3   ut + ux + uy = 0 , u(x, y, 0) = sin(�(x + y)) . T = 2 . L1 and L∞ errors

Grid points MWENO7 scheme WENO7-JS scheme

L
1 error Order L

∞ error Order L
1 error Order L

∞ error Order

10× 10 4.45E–3 6.87E–3 7.84E–3 1.56E–2
20× 20 1.99E–5 7.80 2.94E–5 7.86 1.88E–4 5.38 4.26E–4 5.20
30× 30 8.58E–7 7.76 1.38E–6 7.54 1.40E–5 6.39 4.87E–5 5.35
40× 40 1.02E–7 7.38 1.65E–7 7.38 2.57E–6 5.91 1.04E–5 5.35
50× 50 2.03E–8 7.24 3.24E–8 7.31 6.30E–7 6.31 3.32E–6 5.14
60× 60 5.52E–9 7.16 8.79E–9 7.16 2.16E–7 5.86 1.24E–6 5.37

Grid points MWENO9 scheme WENO9-JS scheme

L
1 error Order L

∞ error Order L
1 error Order L

∞ error Order

10× 10 9.79E–4 1.73E–3 5.71E–4 1.26E–3
20× 20 1.09E–6 9.80 2.11E–6 9.68 2.46E–6 7.86 4.59E–6 8.10
30× 30 2.37E–8 9.45 5.45E–8 9.02 5.53E–8 9.36 1.22E–7 8.93
40× 40 1.71E–9 9.13 4.04E–9 9.04 3.96E–9 9.16 8.55E–9 9.26
50× 50 2.22E–10 9.16 5.67E–10 8.80 5.08E–10 9.21 1.22E–9 8.72
60× 60 4.16E–11 9.18 1.09E–10 9.02 9.59E–11 9.14 2.33E–10 9.06
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Example 8  The one-dimensional Sedov blast wave problem [26, 37]. This problem con-
tains very low density with strong shocks. The exact solution is specified in [26, 37]. The 
computing domain is [−2, 2] and the initial conditions are � = 1 , u = 0 , E = 10−12 every-
where except that the energy in the center point is the constant 3 200 000

Δx
 . The inlet and out-

let conditions are imposed on the left and right boundaries, respectively. The final com-
puting time is T = 0.001 . The computational results by the seventh-order and ninth-order 
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Fig. 4   ut + ux + uy = 0 , u(x, y, 0) = sin(�(x + y)) . Computing time and error. Number signs “1” and a solid 
line denote the results of seventh-order MWENO scheme; number signs “2” and a solid line denote the 
results of seventh-order WENO-JS scheme; number signs “3” and a solid line denote the results of ninth-
order MWENO scheme; number signs “4” and a solid line denote the results of ninth-order WENO-JS 
scheme
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MWENO schemes including the density, velocity, and pressure are shown in Fig. 9. We 
can see that the MWENO schemes work well for this extreme example.

Example 9  The one-dimensional double rarefaction wave problem [32]. This test case has 
the low pressure and low-density regions and is hard to be simulated precisely. The initial 
conditions are (�, u, p, �)T = (7,−1, 0.2, 1.4)T for x ∈ [−1, 0) ; (�, u, p, �)T = (7, 1, 0.2, 1.4)T 
for x ∈ [0, 1] . The inlet and outlet conditions are imposed on the left and right boundaries, 
respectively. The final computing time is T = 0.6 . The computational results computed by 
the seventh-order and ninth-order MWENO schemes including the density, velocity, and 
pressure are shown in Fig. 10. It is obvious that the MWENO7 and MWENO9 schemes 
could get good performance for this extreme one-dimensional example.

Example 10  The Leblanc problem [32]. The initial conditions are 
(�, u, p, �)T = (2, 0, 109, 1.4)T for x ∈ [−10, 0) ; (�, u, p, �)T = (0.001, 0, 1, 1.4)T for 
x ∈ [0, 10] . The final computing time is t = 0.000 1 . The computational results of the den-
sity are shown in Fig. 11. We could get reasonable results by the usage of the MWENO7 
and MWENO9 schemes. And once again, the WENO7-JS and WENO9-JS schemes could 
not do associated computations.

Example 11  Double Mach reflection problem. This model problem is originally from 
[50]. We solve the two-dimensional Euler equations (60) in a computational domain of 
[0, 4] × [0, 1] . The reflection boundary condition is used at the wall, which for the rest 

Table 4   2D-Euler equations: initial data �(x, y, 0) = 1 + 0.2 sin(�(x + y)) , u(x, y, 0) = 0.7 , v(x, y, 0) = 0.3 , 
and p(x, y, 0) = 1 . T = 2 . L1 and L∞ errors

Grid points MWENO7 scheme WENO7-JS scheme

L
1 error Order L

∞ error Order L
1 error Order L

∞ error Order

10× 10 5.60E–4 8.31E–4 9.53E–4 2.23E–3
20× 20 2.38E–6 7.88 3.79E–6 7.78 2.49E–5 5.26 6.34E–5 5.14
30× 30 1.01E–7 7.78 1.70E–7 7.66 1.95E–6 6.28 6.97E–6 5.45
40× 40 1.19E–8 7.43 2.01E–8 7.42 3.43E–7 6.04 1.51E–6 5.30
50× 50 2.35E–9 7.27 3.89E–9 7.36 8.33E–8 6.35 4.45E–7 5.50
60× 60 6.36E–10 7.19 1.05E–9 7.18 2.59E–8 6.39 1.57E–7 5.70

Grid points MWENO9 scheme WENO9-JS scheme

L
1 error Order L

∞ error Order L
1 error Order L

∞ error Order

10× 10 1.22E–4 2.13E–4 8.80E–5 1.86E–4
20× 20 1.28E–7 9.90 2.74E–7 9.60 3.26E–7 8.07 6.12E–7 8.25
30× 30 2.81E–9 9.42 6.83E–9 9.11 7.62E–9 9.27 1.66E–8 8.89
40× 40 2.03E–10 9.14 4.98E–10 9.10 5.31E–10 9.26 1.16E–9 9.24
50× 50 2.69E–11 9.06 6.71E–11 8.98 6.77E–11 9.23 1.59E–10 8.92
60× 60 5.09E–12 9.12 1.26E–11 9.16 1.24E–11 9.28 3.22E–11 8.77
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of the bottom boundary (the part from x = 0 to x = 1

6
 ), the exact post-shock condition is 

imposed. There is an exact motion of the Ma=10 shock at the top boundary. The results are 
shown at t=0.2. The seventh-order and ninth-order MWENO schemes are applied in this 
example and the simulation results are shown in Fig. 12. Clearly, the resolution computed 
by the MWENO7 and MWENO9 schemes could give good resolution with an increasing 
numerical order on grid points 1 600 × 400.

Example 12  Forward step problem. This model problem is also originally from [50]. The 
setup of the problem is as follows. The wind tunnel is 1 length unit wide and 3 length units 
long. The step is 0.2 length units high and is located 0.6 length units from the left-hand end 
of the tunnel. The problem is initialized by a right-going Ma=3 flow. Reflective boundary 
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conditions are applied along the wall of the tunnel and inflow/outflow boundary condi-
tions are applied at the entrance/exit. The results are shown at t = 4 . In Fig. 13, we show 
30 equally spaced density contours from 0.32 to 6.15 computed by the MWENO7 scheme 
and MWENO9 scheme. We can clearly observe that the different high-order schemes work 
well especially for the resolution of the physical instability and roll-up of the contact line 
on grid points 600 × 200.

Example 13  The two-dimensional Sedov blast wave problem [26, 37]. The initial condi-
tions are �=1, u=0, v=0, E=10−12 everywhere except that the energy in the lower left cor-
ner point is the constant 0.244 816

ΔxΔy
 , and � = 1.4 . The reflective conditions are imposed on the 

left and bottom boundaries, and the outlet conditions are imposed on the right and top 
boundaries, respectively. The final time is T = 1 . The numerical results computed by the 
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seventh-order and ninth-order MWENO schemes are shown in Fig.  14. Again, it is 
observed that high-order MWENO schemes work well for this extreme example.

Example 14  The two-dimensional double rarefaction wave problem [32]. The ini-
tial conditions are (�, u, v, p, �)T = (7,−1, 0, 0.2, 1.4)T for (x, y) ∈ [−1, 0) × [−1, 1] ; 
(�, u, v, p, �)T = (7, 1, 0, 0.2, 1.4)T for (x, y) ∈ [0, 1] × [−1, 1] . The inflow boundary condi-
tion is used on the left boundary and outflow boundary condition is used on the other three 
boundaries. The final computing time is T = 0.6 . The numerical results computed by the 
high-order MWENO schemes including the density, velocity, and pressure are shown in 
Fig. 15. We can see that these MWENO schemes work well for this extreme example once 
again.
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4 � Concluding Remarks

In this paper, we design the new seventh-order and ninth-order finite difference 
MWENO schemes equipped with a series of unequal-sized stencils for solving hyper-
bolic conservation laws on structured meshes. One crucial innovation of the new high-
order finite difference MWENO schemes is to introduce a splitting stencil methodology 
to obtain a series of unequal-sized stencils and reconstruct different degree polynomials 
defined on them. Thereafter, we compute the linear weights and the smoothness indica-
tors as specified in [24], and propose a series of new mapping functions to obtain the 
mapped nonlinear weights for the purpose of decreasing the difference quantity between 
the mapped nonlinear weights and the linear weights. Together with the application of 
the third-order Runge-Kutta time discretization method [45], we can design high-order 
finite difference MWENO schemes with a normal CFL number and without introducing 
any monotonicity preserving procedures [3] to obtain optimal high-order accuracy in 
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smooth regions and keep essentially non-oscillatory property in non-smooth regions. 
We emphasize a fact that the use of the mapping functions in [4, 5, 9, 12, 14, 20, 21] is 
to improve the accuracy at smooth extrema, but the use of our new mapping functions is 
to decrease the difference quantity between the new mapped nonlinear weights and the 
linear weights. In comparison to the classical high-order WENO schemes [3, 44] with 
equal-sized stencils, the new MWENO schemes with unequal-sized stencils are very 
robust in the computation of some benchmark extreme examples containing the strong 
shocks, contact discontinuities, and rarefaction waves.
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