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Abstract

In this paper, we propose a class of maximum-principle-preserving central WENO

schemes for scalar conservation laws, and positivity-preserving central WENO schemes

for compressible Euler equations. Formulated in a finite volume framework on over-

lapping meshes, the central schemes require neither flux splitting nor numerical fluxes

that are often exact or approximate Riemann solvers. A new fifth-order WENO re-

construction is applied for the spatial discretization, and the linear weights of such

reconstruction can be any positive number as long as their sum equals one, which leads

to much simpler implementation. The sufficient conditions are provided for the cell

average values to preserve maximum principle or positivity property with Euler for-

ward time discretization. The method can be generalized to high-order strong stability

preserving Runge-Kutta method without technical difficulties. Extensive numerical

examples are presented to illustrate the accuracy and performance of the proposed

methods.
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1 Introduction

In this paper, we are interested in the initial problem for hyperbolic conservation laws

{
ut +∇ · f(u) = 0,

u(x, 0) = u0(x).
(1)

Here equation (1) can be scalar or a system, and it is often nonlinear. The solution to the

scalar conservation law has a maximum-principle-preserving (MPP) property such that, if the

initial value is boundedm ≤ u(x, 0) ≤ M , then the solution is also boundedm ≤ u(x, t) ≤ M

for t > 0. Similarly, the solutions to the compressible Euler system have a positivity-

preserving (PP) property such that both density and pressure should keep positive in every

situation.

Solutions outside of [m,M ] might be meaningless, such as probability distribution larger

than one or negative percentage. Furthermore, negative density or pressure in gas dynamics

equations may lead to instability of system, and this explains that the failure of preserving

the positivity of density or pressure may cause blow-ups in the numerical simulations. The

E-schemes such as Godunov, Lax-Friedrichs as well as Engquist-Osher methods are total-

variation-diminishing (TVD) and thus MPP. However, any TVD scheme is at most first-order

around smooth extrema. The first- and second-order positivity-preserving schemes were de-

signed in [6, 13]. For the successful high-order methods, such as Runge-Kutta discontinuous

Galerkin (RKDG) and weighted essentially non-oscillatory (WENO) schemes, many efforts

have been made to satisfy MPP or PP properties for the robustness and the physical rel-

evance of the numerical solutions. In [23], Zhang and Shu proposed MPP finite volume

WENO and DG schemes for scalar conservation laws. A scaling limiter was constructed

and applied to the reconstructed polynomials without destroying the local conservation and

accuracy. This technique was further extended to preserve the positivity of density and

pressure for compressible Euler equations [24, 25, 26]. In [20], Wang et al. proposed a simple

and robust strategy for the PP DG schemes, and this strategy is also adopted in our paper.

To improve the compactness of the stencil of spatial reconstruction, the PP Hermite WENO
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(HWENO) schemes were designed in [2, 7]. Different from the above procedure, Xu de-

veloped a parametrized MPP technique by limiting the high-order numerical fluxes toward

first-order monotone fluxes in a conservative scheme in the framework of Flux Corrected

Transport method [22]. Later, the flux limiter was further generalized to PP finite difference

and finite volume WENO schemes for compressible Euler equations [5, 21].

Compared to upwind type schemes, central schemes are a family of efficient methods for

hyperbolic conservation laws. Central methods require neither flux splitting nor numerical

fluxes that are often exact or approximate Riemann solvers. In 1990, Nessyahu and Tadmor

first proposed a second-order central scheme [16]. With the success of [16], various high-order

versions of central schemes were explored, such as central WENO or HWENO methods

[8, 10, 17, 18, 19] and central DG methods [15]. In addition, MPP or PP central DG

methods were developed to solve hyperbolic conservation laws [12], ideal MHD equations [4]

and shallow water equations [11].

Generally, there are two interlacing meshes in the central scheme framework: primal and

dual meshes. The scheme defined on staggered mesh evolves only one set of the numerical

solution at each discrete time level, and the solution is updated in a staggered fashion. The

scheme using overlapping mesh evolves two sets of the numerical solution at each discrete

time level. An immediate advantage of the overlapping mesh is that the SSP RungeKutta

time discretizations can be applied easily.

In this paper, we construct a class of MPP and PP central WENO schemes on overlap-

ping meshes for scalar conservation laws and compressible Euler equations, respectively. The

sufficient conditions for the cell averages to preserve MPP or PP property are first provided

with the Euler forward time discretization. Since the high-order strong stability preserving

(SSP) Runge-Kutta method is a convex combination of Euler forward, the schemes with

high-order SSP Runge-Kutta method will still maintain MPP or PP properties. This moti-

vates us to use overlapping meshes instead of staggered meshes due to the fact that a SSP

Runge-Kutta method can not be applied to staggered meshes directly. Different from the
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central schemes on overlapping meshes developed in [14], a high-order WENO-AO recon-

struction [1] is employed in our scheme, and the linear weights of such reconstruction can be

any convex combination. For the MPP finite volume WENO scheme in [23], one needs to

construct the approximation polynomials after the WENO reconstructions of point values.

Alternatively, a simplified implementation of the MPP and PP limiters is proposed in [25],

and one can achieve the same bound preserving property without the construction for the

explicit polynomials. This technique is also used in our schemes which leads to better cost

efficiency.

The paper is organized as follows. In Section 2, we introduce the central schemes on

overlapping meshes with the fifth-order WENO reconstruction [1]. Then, we describe the

MPP central WENO schemes for one- and two-dimensional scalar conservation laws in Sec-

tion 3. In Section 4, we discuss the PP central WENO schemes for one- and two-dimensional

compressible Euler equations. In Section 5, extensive numerical experiments are provided

to demonstrate the performance of the proposed methods for some demanding examples in

one and two dimensions. Concluding remarks are made in Section 6.

2 Central WENO schemes on overlapping meshes

2.1 One-dimensional case

We consider scalar conservation law in one dimension




ut + f(u)x = 0,

u(x, 0) = u0(x).
(2)

The proposed method will be defined on overlapping meshes and evolves two copies of nu-

merical solutions. For simplicity, the uniform mesh size ∆x is used. We denote the cell of

the primal and dual mesh as Ii = [xi−1/2, xi+1/2] and Ii+1/2 = [xi, xi+1], respectively. The

cell centers of Ii and Ii+1/2 are xi =
1
2
(xi−1/2 + xi+1/2) and xi+1/2 =

1
2
(xi + xi+1).

We assume there exists polynomials un,C
h (x) and u

n,D
h (x) over cells Ii and Ii+1/2, respec-
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tively, at t = tn, and the cell averages are available

u
n,C
i =

1

∆x

∫

Ii

u
n,C
h (x)dx, u

n,D
i+1/2 =

1

∆x

∫

Ii+1/2

u
n,D
h (x)dx.

The central scheme on overlapping meshes [14] is applied to evaluate the solutions at tn+1 =

tn +∆tn with the Euler forward in time

u
n+1,C
i = θ

1

∆x

∫

Ii

u
n,D
h (x)dx+ (1− θ)un,C

i −
∆tn

∆x

[
f(un,D

h (xi+1/2))− f(un,D
h (xi−1/2))

]
, (3)

u
n+1,D
i+1/2 = θ

1

∆x

∫

Ii+1/2

u
n,C
h (x)dx+ (1− θ)un,D

i+1/2 −
∆tn

∆x

[
f(un,C

h (xi+1))− f(un,C
h (xi))

]
, (4)

where θ = ∆tn
τn

with τn being the maximal time step allowed by the CFL restriction at tn.

The semi-discrete scheme can be obtained by moving u
n,C
i and u

n,D
i+1/2 to the left-hand side

and dividing both sides by ∆tn, then passing the limit as ∆tn → 0,

d

dt
uC
i (tn) =

1

τn

(
1

∆x

∫

Ii

u
n,D
h (x)dx− u

n,C
i

)
−

1

∆x

[
f(un,D

h (xi+1/2))− f(un,D
h (xi−1/2))

]
, (5)

d

dt
uD
i+1/2(tn) =

1

τn

(
1

∆x

∫

Ii+1/2

u
n,C
h (x)dx− u

n,D
i+1/2

)
−

1

∆x

[
f(un,C

h (xi+1))− f(un,C
h (xi))

]
.

(6)

In the scheme (3), it is useful to notice that

1

∆x

∫

Ii

u
n,D
h (x)dx =

1

∆x

∫ xi

xi−1/2

u
n,D
h (x)dx+

1

∆x

∫ xi+1/2

xi

u
n,D
h (x)dx.

This implies that one would want to get the half-cell averages 1
∆x

∫ xi

xi−1/2
u
n,D
h (x)dx and

1
∆x

∫ xi+1/2

xi
u
n,D
h (x)dx. This is likewise for 1

∆x

∫
Ii+1/2

u
n,C
h (x)dx.

2.1.1 A fifth-order WENO reconstruction

For the brevity of presentation, we only describe the WENO reconstruction for un,C
h (x),

and that for un,D
h (x) is similar. Here, the fifth-order WENO-AO reconstruction by Balsara

et al. is adopted. In Section 5, We compare the performance of the fifth-order WENO-

AO, WENO-MR [28] and WENO-ZQ [27] reconstructions for the 2D Sedov problem in the

example 5.8, and find that the WENO-AO reconstruction outperforms the other two recon-

structions. We first introduce three small stencils S1 = {Ii−2, Ii−1, Ii}, S2 = {Ii−1, Ii, Ii+1},
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S3 = {Ii, Ii+1, Ii+2}, one large stencil T = {S1, S2, S3}, and reconstruct one quartic polyno-

mial p0(x) on T , and three quadratic polynomials p1(x), p2(x), p3(x) on S1, S2, S3, respec-

tively, satisfying the following conditions,

1

∆x

∫

Ii+j

p0(x)dx = ui+j, j = −2,−1, 0, 1, 2,

1

∆x

∫

Ii+j

p1(x)dx = ui+j, j = −2,−1, 0,

1

∆x

∫

Ii+j

p2(x)dx = ui+j, j = −1, 0, 1,

1

∆x

∫

Ii+j

p3(x)dx = ui+j, j = 0, 1, 2.

(7)

We have the following linear relation

p0(x) = γ0

(
1

γ0
p0(x)−

γ1

γ0
p1(x)−

γ2

γ0
p2(x)−

γ3

γ0
p3(x)

)
+ γ1p1(x) + γ2p2(x) + γ3p3(x).

By introducing two positive parameters γHi and γLo, both of which are always less than

unity, the linear weights γj, j = 0, 1, 2, 3 can be defined by

γ0 = γHi, γ1 = γ3 =
(1− γHi)(1− γLo)

2
, γ2 = (1− γHi)γLo.

Notice that γ1+ γ2+ γ3 = 1−γHi, and S2 is the central stencil among the stencils S1, S2, S3.

To preserve a linear stability in smooth region, we would need to assign larger linear weights

to stencil S2 than to the other two stencils. In our paper, we set γHi = 0.3 and γLo = 0.85.

In addition, the smoothness indicators βj , j = 0, 1, 2, 3 are computed as below

βj =
r∑

l=1

∫

Ii

∆x2l−1

(
∂l

∂xl
pj(x)

)2

dx.

where r is the degree of the reconstructed polynomials pj(x), j = 0, 1, 2, 3.

With the linear weights and smoothness indicators, we now describe the process of com-

puting the nonlinear weights. There are two approaches to obtain the nonlinear weights in

[1]. The first approach is given by

τ =
1

3
(|β0 − β1|+ |β0 − β2|+ |β0 − β3|)
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ωj =
ωj∑3
k=0 ωk

, j = 0, 1, 2, 3, where ωk = γk

(
1 +

τ 2

(ε+ βk)2

)
, k = 0, 1, 2, 3, (8)

while the second one is

ωj =
ωj∑3
k=0 ωk

, j = 0, 1, 2, 3, where ωk =
γk

(ε+ βk)2
, k = 0, 1, 2, 3. (9)

Here ε > 0 is a small constant to avoid the denominator to be zero and we use ε = 10−6 for

the numerical examples, unless otherwise stated. The authors [1] demonstrated that equation

(9) is a more stable option, while equation (8) is more accurate, and we use equation (9) in

this paper.

Finally, we want to obtain a nonlinear hybridization between the fifth-order polynomial

p0(x) and the three third-order polynomials p1(x), p2(x), p3(x). Such a combination strategy

was developed in earlier references [3, 9, 27], and the final fifth-order reconstructed polyno-

mial is given as

P (x) = ω0

(
1

γ0
p0(x)−

γ1

γ0
p1(x)−

γ2

γ0
p2(x)−

γ3

γ0
p3(x)

)
+ ω1p1(x) + ω2p2(x) + ω3p3(x).

The cell averages and point values in the scheme (4) can be approximated by the recon-

structed polynomial P (x).

2.2 Two-dimensional case

We consider scalar conservation law in two dimensions




ut + f(u)x + g(u)y = 0,

u(x, y, 0) = u0(x, y).
(10)

The proposed numerical method will be defined on overlapping meshes and evolves two

copies of numerical solutions. The uniform mesh sizes ∆x in the x direction, and ∆y in the

y direction are used. We denote the cell of the primal and dual mesh as Iij = [xi−1/2, xi+1/2]×

[yj−1/2, yj+1/2] and Ii+1/2,j+1/2 = [xi, xi+1]× [yj , yj+1], respectively. The cell centers of Iij and

Ii+1/2,j+1/2 are (xi, yj) and (xi+1/2, yj+1/2).
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We assume there exists polynomials un,C
h (x, y) and u

n,D
h (x, y) over cells Iij and Ii+1/2,j+1/2,

respectively, at t = tn, and the cell averages are available

u
n,C
ij =

1

∆x∆y

∫

Iij

u
n,C
h (x, y)dxdy, u

n,D
i+1/2,j+1/2 =

1

∆x∆y

∫

Ii+1/2,j+1/2

u
n,D
h (x, y)dxdy.

To obtain the numerical solution u
n+1,C
ij and u

n+1,D
i+1/2,j+1/2 at t = tn+1, we apply the central

scheme on overlapping meshes with Euler forward time discretization to (10)

u
n+1,C
ij =θ

1

∆x∆y

∫

Iij

u
n,D
h (x, y)dxdy + (1− θ)un,C

ij

−
∆tn

∆x∆y

∫ yj+1/2

yj−1/2

[
f(un,D

h (xi+1/2, y))− f(un,D
h (xi−1/2, y))

]
dy

−
∆tn

∆x∆y

∫ xi+1/2

xi−1/2

[
g(un,D

h (x, yj+1/2))− g(un,D
h (x, yj−1/2))

]
dx, (11)

u
n+1,D
i+1/2,j+1/2 =θ

1

∆x∆y

∫

Ii+1/2,j+1/2

u
n,C
h (x, y)dxdy + (1− θ)un,D

i+1/2,j+1/2

−
∆tn

∆x∆y

∫ yj+1

yj

[
f(un,C

h (xi+1, y))− f(un,C
h (xi, y))

]
dy

−
∆tn

∆x∆y

∫ xi+1

xi

[
g(un,C

h (x, yj+1))− g(un,C
h (x, yj))

]
dx, (12)

where θ = ∆tn
τn

with τn being the maximal time step allowed by the CFL restriction at tn.

The semi-discrete scheme can be obtained by moving u
n,C
ij and u

n,D
i+1/2,j+1/2 to the left-hand

side and dividing both sides by ∆tn, then passing the limit as ∆tn → 0,

d

dt
uC
ij(tn) =

1

τn

(
1

∆x∆y

∫

Iij

u
n,D
h (x, y)dxdy − u

n,C
ij

)

−
1

∆x∆y

∫ yj+1/2

yj−1/2

[
f(un,D

h (xi+1/2, y))− f(un,D
h (xi−1/2, y))

]
dy

−
1

∆x∆y

∫ xi+1/2

xi−1/2

[
g(un,D

h (x, yj+1/2))− g(un,D
h (x, yj−1/2))

]
dx, (13)

d

dt
uD
i+1/2,j+1/2(tn) =

1

τn

(
1

∆x∆y

∫

Ii+1/2,j+1/2

u
n,C
h (x, y)dxdy − u

n,D
i+1/2,j+1/2

)

−
1

∆x∆y

∫ yj+1

yj

[
f(un,C

h (xi+1, y))− f(un,C
h (xi, y))

]
dy

−
1

∆x∆y

∫ xi+1

xi

[
g(un,C

h (x, yj+1))− g(un,C
h (x, yj))

]
dx. (14)
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In the same spirit as in one dimension, one would want to get the following four quarter-

cell averages to obtain the cell average 1
∆x∆y

∫
Iij

u
n,D
h (x, y)dxdy,

1

∆x∆y

∫ xi

xi−1/2

∫ yj

yj−1/2

u
n,D
h (x, y)dxdy,

1

∆x∆y

∫ xi+1/2

xi

∫ yj

yj−1/2

u
n,D
h (x, y)dxdy,

1

∆x∆y

∫ xi

xi−1/2

∫ yj+1/2

yj

u
n,D
h (x, y)dxdy,

1

∆x∆y

∫ xi+1/2

xi

∫ yj+1/2

yj

u
n,D
h (x, y)dxdy.

(15)

This similarly goes to 1
∆x∆y

∫
Ii+1/2,j+1/2

u
n,C
h (x, y)dxdy. In addition, the appropriate Gaussian

quadrature is used to compute the integrals of flux in (11)-(12).

2.2.1 Reconstruction procedure

Based on one-dimensional WENO reconstruction in Section 2.1.1, the dimension-by-

dimension approach is applied to get the cell averages and point values in the schemes

(11)-(12).

2.3 High-order time discretization

Since Euler forward time discretization is only first-order, we will use a high-order SSP

time discretization. In our implementations, the third-order SSP Runge-Kutta method is

exploited

u(1) = un +∆tL(un),

u(2) =
3

4
un +

1

4

(
u(1) +∆tL(u(1))

)
,

un+1 =
1

3
un +

2

3

(
u(2) +∆tL(u(2))

)
.

(16)

where L(u) is the spatial operator. Note that a high-order SSP time discretization is a

convex combination of Euler forward.

3 Maximum-principle-preserving central WENO schemes

for scalar conservation laws

In general, the schemes (3)-(4) and (11)-(12) do not satisfy the maximum principle and

we want to design MPP central WENO schemes. Here, we only focus on the procedure to
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update u
n+1,C
i and u

n+1,C
ij in one- and two-dimensional case, respectively, and this similarly

goes to u
n+1,D
i+1/2 and u

n+1,D
i+1/2,j+1/2.

3.1 One-dimensional case

For the ease of presentation, we assume that there is a reconstructed polynomial un,D
h (x)

over the cell Ii+1/2 with cell average u
n,D
i+1/2. Then, the left and right half-cell averages of

u
n,D
h (x) over the cell Ii+1/2 are defined as follows,

ul
i+1/2 =

1

∆x

∫ xi+1/2

xi

u
n,D
h (x)dx, ur

i+1/2 =
1

∆x

∫ xi+1

xi+1/2

u
n,D
h (x)dx = u

n,D
i+1/2 − ul

i+1/2.

Since our scheme is fifth-order, we consider the four point Gauss-Lobatto quadrature,

which is exact for integral of polynomial un,D
h (x). The half-cell averages can be evaluated as

below

ul
i+1/2 =

3∑

α=1

ω̂α

2
u
n,D
h (x̂α,l

i+1/2) +
ω̂4

2
u
n,D
h (x̂4,l

i+1/2) =

3∑

α=1

ω̂α

2
u
n,D
h (x̂α,l

i+1/2) +
ω̂4

2
u
n,D
h (xi+1/2),

ur
i+1/2 =

ω̂1

2
u
n,D
h (x̂1,r

i+1/2) +

4∑

α=2

ω̂α

2
u
n,D
h (x̂α,r

i+1/2) =
ω̂1

2
u
n,D
h (xi+1/2) +

4∑

α=2

ω̂α

2
u
n,D
h (x̂α,r

i+1/2),

where x̂
α,l
i+1/2 and x̂

α,r
i+1/2 are Gauss-Lobatto quadrature points in the interval [xi, xi+1/2] and

[xi+1/2, xi+1], respectively, and ω̂α (α = 1, · · · , 4) are corresponding quadrature weights on

the interval [−1
2
, 1
2
]. Note that x̂4,l

i+1/2 = x̂
1,r
i+1/2 = xi+1/2.

Based on the simplified implementation of the MPP limiter in [25] and mean value the-

orem, there exists ξli+1/2 ∈ [xi, xi+1/2] and ξri+1/2 ∈ [xi+1/2, xi+1], such that

u
n,D
h (ξli+1/2) =

1

1− ω̂4

3∑

α=1

ω̂αu
n,D
h (x̂α,l

i+1/2) =
1

1− ω̂4

(
2ul

i+1/2 − ω̂4u
n,D
h (xi+1/2)

)
(17)

u
n,D
h (ξri+1/2) =

1

1− ω̂1

4∑

α=2

ω̂αu
n,D
h (x̂α,r

i+1/2) =
1

1− ω̂1

(
2ur

i+1/2 − ω̂1u
n,D
h (xi+1/2)

)
(18)

Then, the half-cell averages can be written as

ul
i+1/2 =

1− ω̂4

2
u
n,D
h (ξli+1/2) +

ω̂4

2
u
n,D
h (xi+1/2), (19)

ur
i+1/2 =

ω̂1

2
u
n,D
h (xi+1/2) +

1− ω̂1

2
u
n,D
h (ξri+1/2). (20)
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Plug (19)-(20) into the scheme (3), we obtain

u
n+1,C
i =(1− θ)un,C

i + θ
1

∆x

∫

Ii

u
n,D
h (x)dx− λ

(
f(un,D

h (xi+1/2))− f(un,D
h (xi−1/2))

)

=(1− θ)un,C
i + θ

1

∆x

(∫ xi

xi−1/2

u
n,D
h (x)dx+

∫ xi+1/2

xi

u
n,D
h (x)dx

)

− λ
(
f(un,D

h (xi+1/2))− f(un,D
h (xi−1/2))

)

=(1− θ)un,C
i +

(
θ

2
(1− ω̂1)u

n,D
h (ξri−1/2) +

θ

2
ω̂1u

n,D
h (xi−1/2) + λf(un,D

h (xi−1/2))

)

+

(
θ

2
(1− ω̂4)u

n,D
h (ξli+1/2) +

θ

2
ω̂4u

n,D
h (xi+1/2)− λf(un,D

h (xi+1/2))

)

=(1− θ)un,C
i +

θ

2

(
(1− ω̂1)u

n,D
h (ξri−1/2) + (1− ω̂4)u

n,D
h (ξli+1/2)

)

+

(
θ

2
ω̂1u

n,D
h (xi−1/2) + λf(un,D

h (xi−1/2))

)
+

(
θ

2
ω̂4u

n,D
h (xi+1/2)− λf(un,D

h (xi+1/2))

)

(21)

where λ = ∆tn
∆x

. Following the idea of Theorem 2.1 in [12], we have

Theorem 3.1. For the scheme (21), assume un,C
i , u

n,D
i+1/2 ∈ [m,M ], ∀i. If the values un,D

h (ξli+1/2),

u
n,D
h (ξri+1/2) and u

n,D
h (xi+1/2), ∀i, are in the range [m,M ], then u

n+1,C
i ∈ [m,M ], ∀i, under

the CFL condition

λa 6
θ

2
ω̂1. (22)

where a = max
(
||f ′(un,C

h (·))||∞, ||f ′(un,D
h (·))||∞

)
.

Proof. Notice that

u
n+1,C
i =(1− θ)un,C

i +
θ

2

(
(1− ω̂1)u

n,D
h (ξri−1/2) + (1− ω̂4)u

n,D
h (ξli+1/2)

)

+

(
θ

2
ω̂1u

n,D
h (xi−1/2) + λf(un,D

h (xi−1/2))

)
+

(
θ

2
ω̂4u

n,D
h (xi+1/2)− λf(un,D

h (xi+1/2))

)

= : H(un,C
i , u

n,D
h (ξri−1/2), u

n,D
h (ξli+1/2), u

n,D
h (xi−1/2), u

n,D
h (xi+1/2).
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Since ω̂1 = ω̂4, we clearly have

∂H

∂u
n,C
i

= 1− θ ≥ 0

∂H

∂u
n,D
h (ξri−1/2)

=
θ

2
(1− ω̂1) ≥ 0

∂H

∂u
n,D
h (ξli+1/2)

=
θ

2
(1− ω̂4) ≥ 0

∂H

∂u
n,D
h (xi−1/2)

=
θ

2
ω̂1

(
1 +

λ
θ
2
ω̂1

f ′(un,D
h (xi−1/2))

)
≥

θ

2
ω̂1

(
1−

λa
θ
2
ω̂1

)
≥ 0

∂H

∂u
n,D
h (xi+1/2)

=
θ

2
ω̂4

(
1−

λ
θ
2
ω̂4

f ′(un,D
h (xi+1/2))

)
≥

θ

2
ω̂4

(
1−

λa
θ
2
ω̂4

)
≥ 0

Due to the consistency of the scheme, we have

m = H(m,m,m,m,m) ≤ u
n+1,C
i ≤ H(M,M,M,M,M) = M.

Given u
n,C
i , u

n,D
i+1/2 ∈ [m,M ], the algorithm to update u

n+1,C
i in the MPP central WENO

scheme with Euler forward time discretization is:

1. Evaluate the half-cell averages 1
∆x

∫ xi+1/2

xi
u
n,D
h (x)dx, 1

∆x

∫ xi+1

xi+1/2
u
n,D
h (x)dx, and the point

values un,D
h (xi+1/2) in the cell Ii+1/2 based on the WENO reconstruction.

2. Compute u
n,D
h (ξli+1/2) and u

n,D
h (ξri+1/2) by (17) - (18).

3. Modify the point values by the following MPP scaling limiter

α = min

{
1,

∣∣∣∣∣
M − u

n,D
i+1/2

Mi+1/2 − u
n,D
i+1/2

∣∣∣∣∣ ,
∣∣∣∣∣

m− u
n,D
i+1/2

mi+1/2 − u
n,D
i+1/2

∣∣∣∣∣

}
,

ũ
n,D
h (x) = α

(
u
n,D
h (x)− u

n,D
i+1/2

)
+ u

n,D
i+1/2, x ∈ Si+1/2,

with

Mi+1/2 = max
x∈Si+1/2

u
n,D
h (x), mi+1/2 = min

x∈Si+1/2

u
n,D
h (x), Si+1/2 = {xi+1/2, ξ

l
i+1/2, ξ

r
i+1/2}.

After the limiter, we can enforce ũ
n,D
h (x) ∈ [m,M ], x ∈ Si+1/2.

12



4. Use ũ
n,D
h (x) instead of un,D

h (x) in the central scheme (21) under the CFL condition

(22).

3.2 Two-dimensional case

For the ease of presentation, we assume that there exists a polynomial un,D
h (x, y) in the cell

Ii+1/2,j+1/2. We consider the four point Gauss-Lobatto and three point Gauss quadrature rule,

which are exact for single variable polynomials of degree 5. Recall that x̂α,l
i+1/2 and x̂

α,r
i+1/2 (α =

1, · · · , 4) are the Gauss-Lobatto quadrature points in the interval [xi, xi+1/2] and [xi+1/2, xi+1],

respectively, and let ŷα,lj+1/2 and ŷ
α,r
j+1/2 (α = 1, · · · , 4) be the Gauss-Lobatto quadrature points

in the interval [yj, yj+1/2] and [yj+1/2, yj+1], respectively. ω̂α are corresponding quadrature

weights in the interval [−1
2
, 1
2
] such that

∑4
α=1 ω̂α = 1. Let x

β,l
i+1/2 and x

β,r
i+1/2 (β = 1, 2, 3)

denote Gauss quadrature points in the interval [xi, xi+1/2] and [xi+1/2, xi+1], respectively, and

y
β,l
j+1/2 and y

β,r
j+1/2 (β = 1, 2, 3) denote Gauss quadrature points in the interval [yj , yj+1/2] and

[yj+1/2, yj+1], respectively. ωβ are corresponding quadrature weights in the interval [−1
2
, 1
2
]

such that
∑3

β=1 ωβ = 1. In this paper, subscript or superscript α will be used only for

Gauss-Lobatto quadrature and β only for Gauss quadrature.

Based on ω̂1 = ω̂4 and the mean value theorem, there exists some points

(ξ1i+1/2, η
1
j+1/2) ∈ [xi, xi+1/2]× [yj, yj+1/2], (ξ

2
i+1/2, η

2
j+1/2) ∈ [xi+1/2, xi+1]× [yj , yj+1/2]

(ξ3i+1/2, η
3
j+1/2) ∈ [xi, xi+1/2]× [yj+1/2, yj+1], (ξ

4
i+1/2, η

4
j+1/2) ∈ [xi+1/2, xi+1]× [yj+1/2, yj+1],

such that

u
n,D
h (ξ1i+1/2, η

1
j+1/2) =

4W1 −
∑3

β=1 ωβω̂1

(
µ1u

n,D
h (xi+1/2, y

β,l
j+1/2) + µ2u

n,D
h (xβ,l

i+1/2, yj+1/2)
)

1− ω̂1
,

(23)

u
n,D
h (ξ2i+1/2, η

2
j+1/2) =

4W2 −
∑3

β=1 ωβω̂1

(
µ1u

n,D
h (xi+1/2, y

β,l
j+1/2) + µ2u

n,D
h (xβ,r

i+1/2, yj+1/2)
)

1− ω̂1
,

(24)
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u
n,D
h (ξ3i+1/2, η

3
j+1/2) =

4W3 −
∑3

β=1 ωβω̂1

(
µ1u

n,D
h (xi+1/2, y

β,r
j+1/2) + µ2u

n,D
h (xβ,l

i+1/2, yj+1/2)
)

1− ω̂1

,

(25)

u
n,D
h (ξ4i+1/2, η

4
j+1/2) =

4W4 −
∑3

β=1 ωβω̂1

(
µ1u

n,D
h (xi+1/2, y

β,r
j+1/2) + µ2u

n,D
h (xβ,r

i+1/2, yj+1/2)
)

1− ω̂1
,

(26)

where

W1 =
1

∆x∆y

∫ xi+1/2

xi

∫ yj+1/2

yj

u
n,D
h (x, y)dxdy, W2 =

1

∆x∆y

∫ xi+1

xi+1/2

∫ yj+1/2

yj

u
n,D
h (x, y)dxdy,

W3 =
1

∆x∆y

∫ xi+1/2

xi

∫ yj+1

yj+1/2

u
n,D
h (x, y)dxdy, W4 =

1

∆x∆y

∫ xi+1

xi+1/2

∫ yj+1

yj+1/2

u
n,D
h (x, y)dxdy,

and

µ1 =
λ1a1

λ1a1 + λ2a2
, µ2 =

λ2a2

λ1a1 + λ2a2
, λ1 =

∆tn

∆x
, λ2 =

∆tn

∆y
,

a1 = max
(
||f ′(un,C

h (·))||∞, ||f ′(un,D
h (·))||∞

)
, a2 = max

(
||g′(un,C

h (·))||∞, ||g′(un,D
h (·))||∞

)
.

For each cell Ii+1/2,j+1/2 in the dual mesh, we define

A = {(ξ1i+1/2, η
1
j+1/2), (ξ

2
i+1/2, η

2
j+1/2), (ξ

3
i+1/2, η

3
j+1/2), (ξ

4
i+1/2, η

4
j+1/2)}, (27)

Lx = {xβ,l
i+1/2, x

β,r
i+1/2 : β = 1, 2, 3}, Ly = {yβ,lj+1/2, y

β,r
j+1/2 : β = 1, 2, 3}, (28)

and

Si+1/2,j+1/2 = A ∪ {(xi+1/2, y) : y ∈ Ly} ∪ {(x, yj+1/2) : x ∈ Lx}. (29)

To update u
n+1,C
ij in (11), we decompose the cell average of un,D

h (x, y) in the cell Iij into

four quarter-cell averages

1

∆x∆y

∫

Iij

u
n,D
h (x, y)dxdy =:U1 + U2 + U3 + U4,

where

U1 =
1

∆x∆y

∫ xi

xi−1/2

∫ yj

yj−1/2

u
n,D
h (x, y)dxdy, U2 =

1

∆x∆y

∫ xi+1/2

xi

∫ yj

yj−1/2

u
n,D
h (x, y)dxdy,

U3 =
1

∆x∆y

∫ xi

xi−1/2

∫ yj+1/2

yj

u
n,D
h (x, y)dxdy, U4 =

1

∆x∆y

∫ xi+1/2

xi

∫ yj+1/2

yj

u
n,D
h (x, y)dxdy.
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Accordingly, the integral of the flux can be split as

1

∆y

∫ yj+1/2

yj−1/2

[
f(un,D

h (xi+1/2, y))− f(un,D
h (xi−1/2, y))

]
dy =:F1 + F2 + F3 + F4,

where

F1 = −
1

∆y

∫ yj

yj−1/2

f(un,D
h (xi−1/2, y))dy, F2 =

1

∆y

∫ yj

yj−1/2

f(un,D
h (xi+1/2, y))dy,

F3 = −
1

∆y

∫ yj+1/2

yj

f(un,D
h (xi−1/2, y))dy, F4 =

1

∆y

∫ yj+1/2

yj

f(un,D
h (xi+1/2, y))dy.

Similarly, we have

1

∆x

∫ xi+1/2

xi−1/2

[
g(un,D

h (x, yj+1/2))− g(un,D
h (x, yj−1/2))

]
dx =:G1 +G2 +G3 +G4,

where

G1 = −
1

∆x

∫ xi

xi−1/2

g(un,D
h (x, yj−1/2))dx, G2 = −

1

∆x

∫ xi+1/2

xi

g(un,D
h (x, yj−1/2))dx,

G3 =
1

∆x

∫ xi

xi−1/2

g(un,D
h (x, yj+1/2))dx, G4 =

1

∆x

∫ xi+1/2

xi

g(un,D
h (x, yj+1/2))dx.

Then, the scheme (11) becomes

u
n+1,C
ij =(1− θ)un,C

ij + θ (U1 + U2 + U3 + U4)

− λ1(F1 + F2 + F3 + F4)− λ2(G1 +G2 +G3 +G4) (30)

Using the quadrature rule mentioned above to compute the integrals in the scheme (30),

we have

θU1 − λ1F1 − λ2G1

=
µ1θ

∆x∆y

∫ xi

xi−1/2

∫ yj

yj−1/2

u
n,D
h (x, y)dxdy +

λ1

∆y

∫ yj

yj−1/2

f(un,D
h (xi−1/2, y))dy

+
µ2θ

∆x∆y

∫ xi

xi−1/2

∫ yj

yj−1/2

u
n,D
h (x, y)dxdy +

λ2

∆x

∫ xi

xi−1/2

g(un,D
h (x, yj−1/2))dx

=
µ1θ

4

3∑

β=1

4∑

α=1

ωβω̂αu
n,D
h (x̂α,r

i−1/2, y
β,r
j−1/2) +

λ1

2

3∑

β=1

ωβf(u
n,D
h (xi−1/2, y

β,r
j−1/2))

+
µ2θ

4

3∑

β=1

4∑

α=1

ωβω̂αu
n,D
h (xβ,r

i−1/2, ŷ
α,r
j−1/2) +

λ2

2

3∑

β=1

ωβg(u
n,D
h (xβ,r

i−1/2, yj−1/2))
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=
θ

4

3∑

β=1

4∑

α=2

ωβω̂α

(
µ1u

n,D
h (x̂α,r

i−1/2, y
β,r
j−1/2) + µ2u

n,D
h (xβ,r

i−1/2, ŷ
α,r
j−1/2)

)

+
µ1θ

4

3∑

β=1

ωβω̂1u
n,D
h (xi−1/2, y

β,r
j−1/2) +

λ1

2

3∑

β=1

ωβf(u
n,D
h (xi−1/2, y

β,r
j−1/2))

+
µ2θ

4

3∑

β=1

ωβω̂1u
n,D
h (xβ,r

i−1/2, yj−1/2) +
λ2

2

3∑

β=1

ωβg(u
n,D
h (xβ,r

i−1/2, yj−1/2))

=
θ

4
(1− ω̂1)u

n,D
h (ξ4i−1/2, η

4
j−1/2)

+
µ1θ

4

3∑

β=1

ωβω̂1u
n,D
h (xi−1/2, y

β,r
j−1/2) +

λ1

2

3∑

β=1

ωβf(u
n,D
h (xi−1/2, y

β,r
j−1/2))

+
µ2θ

4

3∑

β=1

ωβω̂1u
n,D
h (xβ,r

i−1/2, yj−1/2) +
λ2

2

3∑

β=1

ωβg(u
n,D
h (xβ,r

i−1/2, yj−1/2))

= :
θ

4
H1

where the fourth equality is based on (26) and

H1 =(1− ω̂1)u
n,D
h (ξ4i−1/2, η

4
j−1/2) + µ1

3∑

β=1

ωβω̂1

(
u
n,D
h (xi−1/2, y

β,r
j−1/2) +

2λ1

ω̂1µ1θ
f(un,D

h (xi−1/2, y
β,r
j−1/2))

)

+ µ2

3∑

β=1

ωβω̂1

(
u
n,D
h (xβ,r

i−1/2, yj−1/2) +
2λ2

ω̂1µ2θ
g(un,D

h (xβ,r
i−1/2, yj−1/2))

)
.

With the same approach, we can obtain the following relations

θU2 − λ1F2 − λ2G2 =:
θ

4
H2,

θU3 − λ1F3 − λ2G3 =:
θ

4
H3,

θU4 − λ1F4 − λ2G4 =:
θ

4
H4,

where H2, H3, H4 can be obtained similarly as H1.

Theorem 3.2. For the scheme (30), assume u
n,C
ij , u

n,D
i+1/2,j+1/2 ∈ [m,M ], ∀i, j. If the values

u
n,D
h (x, y), (x, y) ∈ Si+1/2,j+1/2, ∀i, j, are in the range [m,M ], then u

n+1,C
ij ∈ [m,M ], ∀i, j,

under the CFL condition

λ1a1 + λ2a2 6
θ

2
ω̂1. (31)
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Proof. The scheme (30) becomes

u
n+1,C
ij =(1− θ)un,C

ij +
θ

4
(H1 +H2 +H3 +H4) (32)

Notice that u
n+1,C
ij is a convex combination of un,C

ij and Hk, k = 1, · · · , 4. Therefore, to

ensure u
n+1,C
ij ∈ [m,M ], it suffices to enforce Hk ∈ [m,M ], k = 1, · · · , 4.

Each Hk, k = 1, · · · , 4, is monotonically nondecreasing with respect to the corresponding

point values u
n,D
h (x, y), (x, y) ∈ Si+1/2,j+1/2, ∀i, j, and these values are in the range [m,M ].

Based on the same procedure as in Theorem 3.1, one can verify that Hk ∈ [m,M ], k =

1, · · · , 4, if the CFL condition is satisfied.

Given u
n,C
ij , u

n,D
i+1/2,j+1/2 ∈ [m,M ] , the algorithm to update u

n+1,C
ij in the MPP central

WENO scheme with Euler forward time discretization is:

1. Evaluate four quarter-cell averages

1

∆x∆y

∫ xi+1/2

xi

∫ yj+1/2

yj

u
n,D
h (x, y)dxdy,

1

∆x∆y

∫ xi+1

xi+1/2

∫ yj+1/2

yj

u
n,D
h (x, y)dxdy,

1

∆x∆y

∫ xi+1/2

xi

∫ yj+1

yj+1/2

u
n,D
h (x, y)dxdy,

1

∆x∆y

∫ xi+1

xi+1/2

∫ yj+1

yj+1/2

u
n,D
h (x, y)dxdy.

and the point values

u
n,D
h (x, y), (x, y) ∈ {(xi+1/2, y) : y ∈ Ly} ∪ {(x, yj+1/2) : x ∈ Lx},

in each cell Ii+1/2,j+1/2 by the WENO reconstruction with a dimension-by-dimension

procedure, where Lx and Ly are defined in (28).

2. Compute point values un,D
h (x, y), (x, y) ∈ A by (23) - (26).

3. Modify the point values with the following MPP scaling limiter

α = min

{
1,

∣∣∣∣∣
M − u

n,D
i+1/2,j+1/2

Mi+1/2,j+1/2 − u
n,D
i+1/2,j+1/2

∣∣∣∣∣ ,
∣∣∣∣∣

m− u
n,D
i+1/2,j+1/2

mi+1/2,j+1/2 − u
n,D
i+1/2,j+1/2

∣∣∣∣∣

}
,
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ũ
n,D
h (x, y) = α

(
u
n,D
h (x, y)− u

n,D
i+1/2,j+1/2

)
+ u

n,D
i+1/2,j+1/2, (x, y) ∈ Si+1/2,j+1/2,

with

Mi+1/2,j+1/2 = max
(x,y)∈Si+1/2,j+1/2

u
n,D
h (x, y), mi+1/2,j+1/2 = min

(x,y)∈Si+1/2,j+1/2

u
n,D
h (x, y).

4. Use ũn,D
h (x, y) instead of un,D

h (x, y) in the central scheme (32) under the CFL condition

(31).

4 Positivity-preserving central WENO schemes for com-

pressible Euler equations

In this section, the positivity-preserving central WENO schemes for the compressible

Euler equations are discussed. We only focus on the procedure to update un+1,C
i and un+1,C

ij

in one- and two-dimensional case, and this similarly goes to un+1,D
i+1/2 and un+1,D

i+1/2,j+1/2.

4.1 One-dimensional case

Consider the one-dimensional compressible Euler equations

ut + f(u)x = 0, (33)

with

u = (ρ,m,E)T , f(u) = (ρu, ρu2 + p, (E + p)u)T .

Here ρ is the density, u is the velocity, m = ρu is the momentum, p is the pressure, E =

1
2
ρu2 + p

γ−1
is the total energy, and γ is the ratio of specific heat (γ = 1.4 for the air). The

three eigenvalues of the Jacobian f ′(u) are u − c, u, u + c where c =
√

γp
ρ

is the speed of

sound.

In order to obtain the positivity-preserving scheme, one would like to define the set of

admissible states by

G =

{
u = (ρ,m,E)T : ρ > 0, p(u) = (γ − 1)

(
E −

m2

2ρ

)
> 0

}
,
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then G is a convex set [24].

Assume there is a vector of reconstructed polynomial un,D
h (x) =

(
ρ
n,D
h (x), mn,D

h (x), En,D
h (x)

)T

in the cell Ii+1/2 with the cell average

1

∆x

∫ xi+1

xi

un,D
h (x)dx = un,D

i+1/2 =
(
ρ
n,D
i+1/2, m

n,D
i+1/2, E

n,D

i+1/2

)T
.

The left and right half-cell averages of un,D
h (x) on cell Ii+1/2 are defined as follows,

ul
i+1/2 =

1

∆x

∫ xi+1/2

xi

un,D
h (x)dx, ur

i+1/2 =
1

∆x

∫ xi+1

xi+1/2

un,D
h (x)dx = un,D

i+1/2 − ul
i+1/2.

Similarly as in (17)-(18), there exists ξl,1i+1/2, ξ
l,2
i+1/2, ξ

l,3
i+1/2 ∈ [xi, xi+1/2] and ξ

r,1
i+1/2, ξ

r,2
i+1/2, ξ

r,3
i+1/2 ∈

[xi+1/2, xi+1], such that

(
ρ
n,D
h (ξl,1i+1/2), m

n,D
h (ξl,2i+1/2), E

n,D
h (ξl,3i+1/2)

)T
=

1

1− ω̂4

(
2ul

i+1/2 − ω̂4u
n,D
h (xi+1/2)

)
(34)

(
ρ
n,D
h (ξr,1i+1/2), m

n,D
h (ξr,2i+1/2), E

n,D
h (ξr,3i+1/2)

)T
=

1

1− ω̂1

(
2ur

i+1/2 − ω̂1u
n,D
h (xi+1/2)

)
(35)

where ω̂α (α = 1, · · · , 4) are the quadrature weights on the interval [−1
2
, 1
2
]. Notice that ξl,1i+1/2,

ξ
l,2
i+1/2, ξ

l,3
i+1/2 and ξ

r,1
i+1/2, ξ

r,2
i+1/2, ξ

r,3
i+1/2 are three different points in [xi, xi+1/2] and [xi+1/2, xi+1],

respectively. For convenience, we assume that un,D
h (x) is evaluated at one point and denote

un,D
h (ξli+1/2) =

(
ρ
n,D
h (ξl,1i+1/2), m

n,D
h (ξl,2i+1/2), E

n,D
h (ξl,3i+1/2)

)T
,

un,D
h (ξri+1/2) =

(
ρ
n,D
h (ξr,1i+1/2), m

n,D
h (ξr,2i+1/2), E

n,D
h (ξr,3i+1/2)

)T
.

Based on the procedure described in the equation (21), we shall now design the positivity-

preserving central WENO scheme with the Euler forward in time. The scheme reads as

un+1,C
i = (1− θ)un,C

i + θ
1

∆x

∫

Ii

un,D
h (x)dx− λ

[
f(un,D

h (xi+1/2))− f(un,D
h (xi−1/2))

]

= (1− θ)un,C
i +

θ

2

(
(1− ω̂1)u

n,D
h (ξri−1/2) + (1− ω̂4)u

n,D
h (ξli+1/2)

)

+
θω̂1

2

(
un,D
h (xi−1/2) +

2λ

θω̂1
f(un,D

h (xi−1/2))

)
+

θω̂4

2

(
un,D
h (xi+1/2)−

2λ

θω̂4
f(un,D

h (xi+1/2))

)

(36)

where λ = ∆tn
∆x

. The sufficient condition for the scheme (36) to preserve the positivity can

be summarized in the following theorem.
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Theorem 4.1. For the scheme (36), assume un,C
i ,un,D

i+1/2 ∈ G, ∀i. If the values un,D
h (ξli+1/2),

un,D
h (ξri+1/2),u

n,D
h (xi+1/2) ∈ G, ∀i, then un+1,C

i ∈ G, ∀i, under the CFL condition

λa 6
θ

2
ω̂1. (37)

where a = max
(
||(|un,C

h |+ cn,C)||∞, ||(|un,D
h |+ cn,D)||∞

)
.

Proof. Notice that un,D
h (xi−1/2),u

n,D
h (xi+1/2) are in the set G. Under the CFL condition λa 6

θ
2
ω̂1, we can prove that un,D

h (xi−1/2)+
2λ
θω̂1

f(un,D
h (xi−1/2)) and un,D

h (xi+1/2)−
2λ
θω̂4

f(un,D
h (xi+1/2))

are also in the set G [24, 12]. Since un+1,C
i is a convex combination of un,C

i ,un,D
h (ξri−1/2),

un,D
h (ξli+1/2), u

n,D
h (xi−1/2) +

2λ
θω̂1

f(un,D
h (xi−1/2)) and un,D

h (xi+1/2) −
2λ
θω̂4

f(un,D
h (xi+1/2)) which

are all in the convex set G, therefore un+1,C
i ∈ G.

Given un,C
i ,un,D

i+1/2 ∈ G , the algorithm to update un+1,C
i in the PP central WENO scheme

with Euler forward time discretization is:

1. Evaluate the half-cell averages 1
∆x

∫ xi+1/2

xi
un,D
h (x)dx, 1

∆x

∫ xi+1

xi+1/2
un,D
h (x)dx, and the point

value un,D
h (xi+1/2) based on the WENO reconstruction for each cell Ii+1/2.

2. Compute un,D
h (ξli+1/2) and un,D

h (ξri+1/2) by (34) - (35).

3. Set up a small number ǫ = min
i

{
10−13, ρ

n,D
i+1/2, p(u

n,D
i+1/2)

}
.

4. Enforce the positivity of the density by the following PP limiter

θ1 = min

{
1,

∣∣∣∣∣
ρ
n,D
i+1/2 − ǫ

ρ
n,D
i+1/2 − ρmin

∣∣∣∣∣

}
, ρmin = min

{
ρ
n,D
h (xi+1/2), ρ

n,D
h (ξl,1i+1/2), ρ

n,D
h (ξr,1i+1/2)

}
,

ρ̂
n,D
h (x) = θ1

(
ρ
n,D
h (x)− ρ

n,D
i+1/2

)
+ ρ

n,D
i+1/2, x ∈

{
xi+1/2, ξ

l,1
i+1/2, ξ

r,1
i+1/2

}
.

We define

ûn,D,1
h = ûn,D

h (xi+1/2) =
(
ρ̂
n,D
h (xi+1/2), m

n,D
h (xi+1/2), E

n,D
h (xi+1/2)

)T
,

ûn,D,2
h = ûn,D

h (ξli+1/2) =
(
ρ̂
n,D
h (ξl,1i+1/2), m

n,D
h (ξl,2i+1/2), E

n,D
h (ξl,3i+1/2)

)T
,

ûn,D,3
h = ûn,D

h (ξri+1/2) =
(
ρ̂
n,D
h (ξr,1i+1/2), m

n,D
h (ξr,2i+1/2), E

n,D
h (ξr,3i+1/2)

)T
.
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5. Enforce the positivity of the pressure of ûn,D,l
h , l = 1, 2, 3 with the following PP limiter

θ2 = min
l=1,2,3

{tl}, tl =





1, p(ûn,D,l
h ) ≥ ǫ,

p(un,D
i+1/2

)−ǫ

p(un,D
i+1/2

)−p(ûn,D,l
h )

, otherwise,
l = 1, 2, 3,

ũn,D
h (x) = θ2

(
ûn,D
h (x)− un,D

i+1/2

)
+ un,D

i+1/2, x ∈
{
xi+1/2, ξ

l
i+1/2, ξ

r
i+1/2

}
.

6. Use ũn,D
h (x) instead of un,D

h (x) in the central scheme (36) under the CFL condition

(37).

Remark 1. For the system case, the local characteristic decomposition is applied in the

half-cell average reconstructions to enhance non-oscillatory property of the scheme. The

remaining reconstructions for the point values are implemented in a componentwise manner.

4.2 Two-dimensional case

Consider the two-dimensional compressible Euler equations

ut + f(u)x + g(u)y = 0, (38)

with

u = (ρ,m, n, E)T , f(u) = (ρu, ρu2+p, ρuv, (E+p)u)T , g(u) = (ρv, ρuv, ρv2+p, (E+p)v)T .

Here ρ is the density, u is the velocity in x direction and v is the velocity in y direction,

m = ρu and n = ρv are the momentums, p is the pressure, E = 1
2
ρu2 + 1

2
ρv2 + p

γ−1
is the

total energy. The speed of sound is still defined as c =
√

γp
ρ
. The four eigenvalues of the

Jacobian f ′(u) and g′(u) are u − c, u, u, u+ c and v − c, v, v, v + c, respectively. We would

like to define the set of admissible states for the two-dimensional Euler equations as

G =

{
u = (ρ,m, n, E)T : ρ > 0, p(u) = (γ − 1)

(
E −

m2 + n2

2ρ

)
> 0

}
,

then G is still convex.
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Let’s consider the central WENO scheme with the Euler forward in time

un+1,C
ij =(1− θ)un,C

ij +
θ

∆x∆y

∫

Iij

un,D
h (x, y)dxdy

−
λ1

∆y

∫ yj+1/2

yj−1/2

[
f(un,D

h (xi+1/2, y))− f(un,D
h (xi−1/2, y))

]
dy

−
λ2

∆x

∫ xi+1/2

xi−1/2

[
g(un,D

h (x, yj+1/2))− g(un,D
h (x, yj−1/2))

]
dx (39)

where λ1 = ∆tn
∆x

, λ2 = ∆tn
∆y

and the integrals in (39) are approximated by the same Gauss-

Lobatto or Gauss quadrature in Section 3.2. Following the similar procedure as in Section

3.2, one can obtain the system-version of the central WENO scheme (32) which is still

referred to as (39), and the following result holds.

Theorem 4.2. For the scheme (39), assume un,C
ij ,un,D

i+1/2,j+1/2 ∈ G, ∀i, j. If the values

un,D
h (x, y) ∈ G, (x, y) ∈ Si+1/2,j+1/2, ∀i, j, then un+1,C

ij ∈ G, ∀i, j, under the CFL condition

λ1a1 + λ2a2 6
θ

2
ω̂1. (40)

where

a1 = max
(
||(|un,C

h |+ cn,C)||∞, ||(|un,D
h |+ cn,D)||∞

)
, (41)

a2 = max
(
||(|vn,Ch |+ cn,C)||∞, ||(|vn,Dh |+ cn,D)||∞

)
, (42)

and Si+1/2,j+1/2 is defined in (29).

Given un,C
ij ,un,D

i+1/2,j+1/2 ∈ G , the algorithm to update un+1,C
ij in the PP central WENO

scheme with Euler forward time discretization is:

1. Evaluate the four quarter-cell averages

1

∆x∆y

∫ xi+1/2

xi

∫ yj+1/2

yj

un,D
h (x, y)dxdy,

1

∆x∆y

∫ xi+1

xi+1/2

∫ yj+1/2

yj

un,D
h (x, y)dxdy,

1

∆x∆y

∫ xi+1/2

xi

∫ yj+1

yj+1/2

un,D
h (x, y)dxdy,

1

∆x∆y

∫ xi+1

xi+1/2

∫ yj+1

yj+1/2

un,D
h (x, y)dxdy.

and the point values

un,D
h (x, y), (x, y) ∈ {(xi+1/2, y) : y ∈ Ly} ∪ {(x, yj+1/2) : x ∈ Lx},
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in each cell Ii+1/2,j+1/2 by the WENO reconstruction with a dimension-by-dimension

approach, where Lx and Ly are defined in (28).

2. Compute point values un,D
h (x, y), (x, y) ∈ A, where A is defined in (27).

3. Set up a small number ǫ = min
i

{
10−13, ρ

n,D
i+1/2,j+1/2, p(u

n,D
i+1/2,j+1/2)

}
.

4. Enforce the positivity of the density by the following PP limiter

θ1 = min

{
1,

∣∣∣∣∣
ρ
n,D
i+1/2,j+1/2 − ǫ

ρ
n,D
i+1/2,j+1/2 − ρmin

∣∣∣∣∣

}
, ρmin = min

(x,y)∈Si+1/2,j+1/2

{
ρ
n,D
h (x, y)

}
,

ρ̂
n,D
h (x, y) = θ1

(
ρ
n,D
h (x, y)− ρ

n,D
i+1/2,j+1/2

)
+ ρ

n,D
i+1/2,j+1/2, (x, y) ∈ Si+1/2,j+1/2.

We set

ûn,D
h (x, y) =

(
ρ̂
n,D
h (x, y), mn,D

h (x, y), nn,D
h (x, y), En,D

h (x, y)
)T

, (x, y) ∈ Si+1/2,j+1/2.

For convenience, we still assume that ûn,D
h (x, y) is evaluated at one point when

(x, y) ∈
{
(ξ1i+1/2, η

1
j+1/2), (ξ

2
i+1/2, η

2
j+1/2), (ξ

3
i+1/2, η

3
j+1/2), (ξ

4
i+1/2, η

4
j+1/2)

}
.

5. Enforce the positivity of the pressure with the following PP limiter

θ2 = min
(x,y)∈Si+1/2,j+1/2

{t(x, y)},

t(x, y) =





1, p
(
ûn,D
h (x, y)

)
≥ ǫ,

p
(
u
n,D
i+1/2,j+1/2

)
−ǫ

p
(
u
n,D
i+1/2,j+1/2

)
−p(ûn,D

h (x,y))
, otherwise,

(x, y) ∈ Si+1/2,j+1/2,

ũn,D
h (x, y) = θ2

(
ûn,D
h (x, y)− un,D

i+1/2,j+1/2

)
+ un,D

i+1/2,j+1/2, (x, y) ∈ Si+1/2,j+1/2.

6. Use ũn,D
h (x, y) instead of un,D

h (x, y) in the central scheme (39) under the CFL condition

(40).
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4.3 The implementation of SSP Runge-Kutta time discretization

For the time discretization, the third-order SSP Runge-Kutta method (16) is applied

in our computation. Such method is a convex combination of Euler forward method, and

therefore the maximum principle or positivity properties are still preserved with the high-

order time discretization.

We take the PP central WENO scheme in Section 4.2 as an example to discuss the

implementation of the third-order SSP Runge-Kutta method. In fact, the CFL condition

(40) is sufficient rather than necessary for un+1,C
ij ,un+1,D

i+1/2,j+1/2 ∈ G. Therefore, one can start

the computation with a larger CFL number. If the negative density or pressure occurs, we

could return to the first stage of the Runge-Kutta method and restart the computation with

a half time step. The algorithm to update un+1,C
ij and un+1,D

i+1/2,j+1/2 in the Section 4.2 with the

third-order SSP Runge-Kutta method can be implemented as follows:

1. Given un,C
ij ,un,D

i+1/2,j+1/2 ∈ G, compute a1 and a2 in (41)-(42) by taking the maximum

over un,C
ij and un,D

i+1/2,j+1/2 for all i, j.

2. Compute the time step ∆tn =
Ccfl

a1
∆x

+
a2
∆y

with a larger CFL number Ccfl than the CFL

condition (40) and Ccfl will be specified in Section 5.

3. Compute the first stage of the Runge-Kutta method, denoted as u
(1),C
ij and u

(1),D
i+1/2,j+1/2.

• If the cell averages u
(1),C
ij ,u

(1),D
i+1/2,j+1/2 ∈ G, then go to step 4.

• If the cell averages u
(1),C
ij or u

(1),D
i+1/2,j+1/2 contain negative density or pressure, then

set ∆tn = ∆tn
2

and recompute the first stage.

4. Given u
(1),C
ij ,u

(1),D
i+1/2,j+1/2 ∈ G, compute the second stage of the Runge-Kutta method,

denoted as u
(2),C
ij and u

(2),D
i+1/2,j+1/2.

• If the cell averages u
(2),C
ij ,u

(2),D
i+1/2,j+1/2 ∈ G, then go to step 5.

• If the cell averages u
(2),C
ij or u

(2),D
i+1/2,j+1/2 contain negative density or pressure, then

go to step 3 and restart the computation with ∆tn = ∆tn
2
.
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5. Given u
(2),C
ij ,u

(2),D
i+1/2,j+1/2 ∈ G, compute the solution at time level tn+1, denoted as

un+1,C
ij and un+1,D

i+1/2,j+1/2.

• If the cell averages un+1,C
ij ,un+1,D

i+1/2,j+1/2 ∈ G, this completes the loop from tn to

tn+1.

• If the cell averages un+1,C
ij or un+1,D

i+1/2,j+1/2 contain negative density or pressure, then

go to step 3 and restart the computation with ∆tn = ∆tn
2
.

Remark 2. Based on the Theorem 4.2, the above algorithm will stop once the time step is

sufficient small.

5 Numerical experiments

In this section, the high-order accuracy and performance of the proposed methods are

illustrated by numerical tests. The numerical results on primal mesh are reported and the

solutions can be either smooth or non-smooth. Although the parameter θ in the schemes

(3)-(4) and (11)-(12) can be chosen from [0, 1], we take θ = 1 in our computation for the

efficiency.

The time step ∆tn is set as

∆tn = Ccfl
∆x

a
,

in one-dimensional case, and we take

∆tn =
Ccfl

a1
∆x

+ a2
∆y

,

in two-dimensional case. For the non-smooth problems, the CFL number Ccfl is taken as

0.45 for one-dimensional tests, and 0.2 for two-dimensional ones. For the accuracy test of

smooth problems, Ccfl is set to be 1
24

to ensure the spatial errors dominate.
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5.1 Scalar conservation laws

The numerical results by the MPP central WENO schemes are shown to simulate the

scalar conservation laws. Without the MPP limiter, the schemes might violate the MPP

property.

Example 5.1 (1D linear equation). Consider the one-dimensional linear equation

ut + ux = 0

with the initial condition u(x, 0) = sin4(x) on [0, 2π] and a periodic boundary condition. The

solution is computed up to T = 0.5. We present the L1 and L∞ errors and orders of accuracy

in Tables 1 - 2. Both schemes achieve their designed fifth-order accuracy. The minimum and

maximum values of numerical solutions are also listed in the tables. We observe that the

minimum values are strictly non-negative by the scheme with limiter, while the minimum

values without limiter are negative.

Then, the initial condition is taken as

u0(x) =

{
1, 0.25 ≤ x ≤ 0.75,
0, otherwise,

(43)

on [0, 1] with a periodic boundary condition. We compute the solution up to T = 1.0 without

and with limiter. The minimum and maximum values of numerical solutions are shown in

Table 3. One can find that the solution without limiter will be beyond the range [0, 1], while

the solution with limiter are bounded in [0, 1].

Table 1: 1D linear equation with initial condition u(x, 0) = sin4(x), without limiter. T = 0.5.
N L1 error order L∞ error order (uh)min (uh)max

20 5.11e-02 1.07e-01 -3.90e-02 0.87504
40 3.27e-03 3.96 7.12e-03 3.91 -3.93e-03 0.98388
80 2.29e-04 3.84 5.89e-04 3.59 -4.95e-04 0.99856
160 8.10e-06 4.82 3.17e-05 4.22 -1.41e-05 0.99957
320 2.31e-07 5.13 9.43e-07 5.07 -8.16e-08 0.99993
640 5.61e-09 5.36 1.54e-08 5.93 -1.31e-09 0.99995
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Table 2: 1D linear equation with initial condition u0(x) = sin4(x), with limiter. T = 0.5.
N L1 error order L∞ error order (uh)min (uh)max

20 4.40e-02 1.06e-01 4.04e-04 0.87654
40 2.76e-03 4.00 7.17e-03 3.88 1.07e-04 0.98384
80 1.72e-04 4.01 3.53e-04 4.34 1.65e-07 0.99856
160 7.40e-06 4.54 2.81e-05 3.65 4.85e-08 0.99957
320 2.31e-07 5.00 9.40e-07 4.90 7.76e-09 0.99993
640 5.70e-09 5.34 1.80e-08 5.71 5.52e-10 0.99995

Table 3: Minimum and maximum values for the 1D linear equation with discontinuous initial
condition (43). T = 1.0.

N
without limiter with limiter
(uh)min (uh)max (uh)min (uh)max

80 -3.89e-03 1.00393 5.18e-10 1.00000
160 -3.47e-03 1.00346 1.38e-15 1.00000
320 -4.22e-03 1.00420 1.27e-25 1.00000
640 -7.29e-03 1.00731 3.72e-46 1.00000

Example 5.2 (1D Burgers’ equation). Consider the one-dimensional nonlinear Burgers’

equation

ut +

(
u2

2

)

x

= 0

with the initial value u0(x) = sin4(x) on [0, 2π] and a periodic boundary condition. The

final time is T = 0.5 and the exact solution is smooth up to t = 4
√
3

9
≈ 0.7698. The L1 and

L∞ errors and orders of accuracy without and with limiter are shown in Tables 4-5. Both

schemes achieve their designed fifth-order accuracy. Note that the solutions by the scheme

with limiter are bounded in [0, 1], but the scheme without limiter will generate negative

solutions.

The solution develops shocks after t = 4
√
3

9
and is computed up to T = 1.2. We remove

about 7.5% of the total mesh elements at each shock and show the L1 and L∞ errors with

orders of accuracy in Table 6. The fifth-order accuracy is obtained for the smooth region of

the discontinuous solution. In Table 7, we present the minimum and maximum values of the

numerical solutions for the schemes without and with limiter. Again, the solutions without

limiter violate the MPP property, and the solutions with limiter are satisfactory.
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Table 4: 1D Burgers’ equation with initial condition u0(x) = sin4(x), without limiter. T =
0.5.

N L1 error order L∞ error order (uh)min (uh)max

20 4.53e-02 1.43e-01 -2.55e-02 0.84594
40 1.13e-02 2.01 6.75e-02 1.09 -4.27e-03 0.97376
80 1.85e-03 2.61 2.07e-02 1.71 -4.48e-04 0.99956
160 2.38e-04 2.96 4.35e-03 2.25 -1.31e-05 0.99945
320 1.48e-05 4.01 4.07e-04 3.42 -6.36e-08 0.99992
640 5.56e-07 4.73 1.91e-05 4.42 -8.39e-10 0.99995
1280 1.79e-08 4.96 6.53e-07 4.87 3.39e-11 0.99999

Table 5: 1D Burgers’ equation with initial condition u0(x) = sin4(x), with limiter. T = 0.5.
N L1 error order L∞ error order (uh)min (uh)max

20 4.34e-02 1.44e-01 8.50e-04 0.83972
40 1.05e-02 2.05 6.76e-02 1.09 3.20e-04 0.97381
80 1.78e-03 2.56 2.07e-02 1.71 2.70e-06 0.99931
160 2.37e-04 2.91 4.35e-03 2.25 2.83e-07 0.99945
320 1.48e-05 4.00 4.07e-04 3.42 3.05e-09 0.99992
640 5.56e-07 4.73 1.91e-05 4.42 1.05e-09 0.99995
1280 1.79e-08 4.96 6.53e-07 4.87 8.35e-11 0.99999

Table 6: 1D Burgers’ equation with initial condition u0(x) = sin4(x). T = 1.2.

N
without limiter with limiter

L1 error order L∞ error order L1 error order L∞ error order
80 2.69e-03 6.25e-02 2.63e-03 6.28e-02
160 1.05e-04 4.68 3.07e-03 4.35 1.03e-04 4.67 3.08e-03 4.35
320 9.49e-06 3.46 6.98e-04 2.14 9.52e-06 3.44 7.03e-04 2.13
640 9.83e-08 6.59 1.02e-05 6.09 9.71e-08 6.62 1.04e-05 6.08

Table 7: Minimum and maximum values for the 1D Burgers’ equation with initial condition
u0(x) = sin4(x). T = 1.2.

N
without limiter with limiter
(uh)min (uh)max (uh)min (uh)max

80 -1.11e-03 0.94299 5.92e-06 0.94288
160 -4.45e-05 0.97134 2.13e-06 0.97134
320 -7.49e-07 0.98772 5.51e-08 0.98772
640 -5.04e-09 0.99468 3.11e-10 0.99469
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Example 5.3 (2D Burgers’ equation). Consider the nonlinear Burgers’ equation in two

dimensions

ut +

(
u2

2

)

x

+

(
u2

2

)

y

= 0

with the initial value u0(x, y) = sin4(x + y) on [0, 2π] × [0, 2π] and periodic boundary

conditions. We compute the solution up to T = 0.2. The L1 and L∞ errors and orders of

accuracy without and with limiter are reported in Tables 8-9. The results are similar to the

one-dimensional case.

In Table 10, we present the minimum and maximum values of the discontinuous solutions

at T = 0.8 for the schemes without and with limiter. We can observe that the minimum

values of the solutions without limiter are negative, whereas the solutions with limiter are

maximum-principle-preserving.

Table 8: 2D Burgers’ equation with initial condition u0(x, y) = sin4(x+ y), without limiter.
T = 0.2.

Nx ×Ny L1 error order L∞ error order (uh)min (uh)max

20 × 20 6.12e-02 1.34e-01 -3.47e-02 0.83357
40 × 40 1.02e-02 2.58 4.88e-02 1.45 -6.24e-03 0.97385
80 × 80 1.36e-03 2.92 1.07e-02 2.19 -6.05e-04 0.99835
160 × 160 1.12e-04 3.60 1.37e-03 2.96 -2.14e-05 0.99926
320 × 320 4.88e-06 4.52 8.30e-05 4.05 -1.29e-07 0.99976
640 × 640 1.61e-07 4.92 2.93e-06 4.82 -3.48e-09 0.99995

Table 9: 2D Burgers’ equation with initial condition u0(x, y) = sin4(x + y), with limiter.
T = 0.2.

Nx ×Ny L1 error order L∞ error order (uh)min (uh)max

20 × 20 5.63e-02 1.33e-01 3.85e-03 0.82988
40 × 40 8.99e-03 2.65 4.87e-02 1.45 3.73e-05 0.97389
80 × 80 1.29e-03 2.80 1.07e-02 2.19 2.23e-06 0.99817
160 × 160 1.10e-04 3.55 1.37e-03 2.96 2.12e-07 0.99926
320 × 320 4.89e-06 4.50 8.30e-05 4.05 1.90e-08 0.99976
640 × 640 1.62e-07 4.91 2.93e-06 4.82 1.78e-10 0.99995
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Table 10: Minimum and maximum values for the 2D Burgers’ equation with initial condition
u0(x, y) = sin4(x+ y). T = 0.8.

Nx ×Ny
without limiter with limiter
(uh)min (uh)max (uh)min (uh)max

80 × 80 4.28e-04 0.89199 5.80e-04 0.89198
160 × 160 -1.91e-04 0.92283 5.68e-06 0.92282
320 × 320 -1.14e-04 0.93794 5.34e-07 0.93794
640 × 640 -1.38e-08 0.94728 5.15e-09 0.94728

5.2 Compressible Euler equations

The numerical results by the PP central WENO schemes are provided to simulate the

compressible Euler equations. Without the PP limiter, the scheme might blow up for some

examples.

Example 5.4 (Accuracy test). Consider the vortex evolution problem of the two-dimensional

Euler equations (38). The mean flow is ρ = u = v = p = 1. Add to the mean flow an isen-

tropic vortex perturbation centered at (x0, y0) in (u, v) and T = p
ρ
, no perturbation in

S = p
ργ
,

(δu, δv) =
ǫ

2π
e0.5(1−r2)(−ȳ, x̄), δT = −

(γ − 1)ǫ2

8γπ2
e(1−r2), δS = 0,

where (x̄, ȳ) = (x− x0, y − y0), r
2 = x̄2 + ȳ2.

The computational domain is [−5, 15] × [−5, 15] and (x0, y0) = (5, 5). The periodic

boundary condition is applied in each direction. The exact solution is the passive convection

of the vortex with the mean velocity. We set γ = 1.4 and the vortex strength ǫ = 10.0828

such that the lowest density and pressure of the exact solution are 7.8×10−15 and 1.7×10−20,

respectively. The L1 and L∞ errors and orders of accuracy as well as the minimum values

of density and pressure at T = 0.05 are reported in Table 11. Our scheme achieves the

designed fifth-order accuracy without any negative density or pressure. For each time step,

the percentage of the cells where PP limiter was activated is reported in Table 11 as well.

Next, we consider three one-dimensional low density and low pressure problems of (33)

for ideal gas.
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Table 11: The vortex evolution problem of two-dimensional Euler equations with PP limiter.
T = 0.05.

Nx ×Ny L1 error order L∞ error order ρmin pmin limited (%)
100 × 100 1.07e-04 1.01e-02 5.01e-03 3.33e-04 ≤ 0.077
200 × 200 2.25e-05 2.26 4.70e-03 1.11 3.79e-04 5.16e-07 ≤ 0.032
400 × 400 1.39e-06 4.01 7.08e-04 2.73 8.00e-05 2.83e-07 ≤ 0.023
800 × 800 3.18e-08 5.46 1.59e-05 5.48 1.75e-06 1.96e-07 ≤ 0.001
1600 × 1600 4.60e-10 6.11 1.98e-07 6.32 1.01e-07 3.31e-09 ≤ 0.001

Example 5.5 (1D double rarefaction problem). Consider the one-dimensional double

rarefaction problem of (33). The initial condition for this Riemann problem is

(ρ, u, p, γ) =

{
(7,−1, 0.2, 1.4), x ∈ [−1, 0),
(7, 1, 0.2, 1.4), x ∈ [0, 1].

The outflow boundary condition is applied to both ends. We compute up to T = 0.6

and the percentage of the cells where PP limiter was activated is less than 0.003%. The

numerical solutions are shown in Figure 1 with N = 400 mesh elements, together with the

exact solutions. We can see that the low density and pressure are captured very well with

positivity.

Example 5.6 (1D Sedov problem). Consider the one-dimensional Sedov blast wave of

(33). For the initial condition, the density is 1, velocity is 0, total energy is 10−12 everywhere

except that the energy in the center cell is the constant 3,200,000
∆x

(emulating a δ-function at

the center). The computational domain is [−2, 2] with an outflow boundary condition and

γ = 1.4. ε in the nonlinear weights of WENO reconstruction is chosen to be 10−20 for this

extreme problem. We compute the solution up to T = 0.001 and the percentage of the cells

where PP limiter was activated is less than 0.003%. The numerical solutions are shown in

Figure 2 with N = 400 mesh elements, together with the exact solutions. We can observe

that our results match well with the exact solutions.

Example 5.7 (1D Leblanc problem). Consider the one-dimensional Leblanc problem of

(33). The initial condition for this Riemann problem is

(ρ, u, p, γ) =

{
(2, 0, 109, 1.4), x ∈ [−10, 0),
(0.001, 0, 1, 1.4), x ∈ [0, 10].
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Figure 1: One-dimensional double rarefaction problem. T = 0.6 and N = 400. Solid line:
exact solutions; square: numerical solutions.
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Figure 2: One-dimensional Sedov problem. T = 0.001 and N = 400. Solid line: exact
solutions; square: numerical solutions.
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The inflow/outflow boundary conditions are applied to left/right ends. We compute the

solution up to T = 0.0001. The numerical solutions are plotted in Figure 3 with N = 800

mesh elements, together with the exact solutions. Notice that the discontinuity in the

pressure are very large, and the shock is captured well by our method.
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Figure 3: One-dimensional Leblanc problem. T = 0.0001 and N = 800. Solid line: exact
solutions; square: numerical solutions.

Our one-dimensional results are comparable to the results of PP WENO [25, 26] and

PP HWENO [2, 7] schemes. Finally, we consider two two-dimensional low density and low

pressure problems of (38) for ideal gas.
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Example 5.8 (2D Sedov problem). Consider the two-dimensional Sedov blast wave of

(38). For the initial condition, the density is 1, velocity is 0, total energy is 10−12 everywhere

except that the energy in the lower left corner cell is the constant 0.244816
∆x∆y

. The computational

domain is [0, 1.1]× [0, 1.1] and γ = 1.4. The reflective boundary condition is applied on the

left and bottom edges, and the boundary conditions for the right and top edges are outflow.

ε in the nonlinear weights of WENO reconstruction is chosen to be 10−20 for this extreme

problem. We compute up to T = 1.0. In Figure 4, we present the density contour plot and

a cut of the density along x = y with a 280× 280 mesh.
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Figure 4: Two-dimensional Sedov problem. T = 1.0 and ∆x = ∆y = 1.1
280

. Left: 30 equally
spaced density contours from 0 to 5; right: cut along x = y for density. Solid line: exact
solution; square: numerical solution.

In addition, we also compare the performance of the fifth-order WENO-AO, WENO-MR

[28] and WENO-ZQ [27] reconstructions for this problem. The cut of the density along x = y

with a 200 × 200 mesh by the three different WENO reconstructions are shown in Figure

5. We can observe that the results by the WENO-MR and WENO-ZQ are not good and

there are many oscillations in the density. The result by the WENO-AO are much better

and match the exact solution very well. This is the reason that we use the WENO-AO

reconstruction in our method.
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Figure 5: Two-dimensional Sedov problem by different WENO reconstructions. T = 1.0
and ∆x = ∆y = 1.1

200
. Solid line: exact solution; square: numerical solution by WENO-AO;

triangle: numerical solution by WENO-MR; plus: numerical solution by WENO-ZQ.

Example 5.9 (2D shock diffraction problem). Consider the shock diffraction problem

of (38). The computational domain is the union of [0, 1] × [6, 11] and [1, 13] × [0, 11]. The

initial condition is a pure right-moving shock of Mach=5.09, initially located at x = 0.5

and 6 ≤ y ≤ 11, moving into undisturbed air ahead of the shock with a density of 1.4

and pressure of 1. The boundary conditions are inflow at x = 0, 6 ≤ y ≤ 11, outflow at

x = 13, 0 ≤ y ≤ 11, 1 ≤ x ≤ 13, y = 0 and 0 ≤ x ≤ 13, y = 11, and reflective at the walls

0 ≤ x ≤ 1, y = 6 and x = 1, 0 ≤ y ≤ 6. We compute up to T = 2.3 and γ = 1.4. In Figure

6, we present the density and pressure contour plots on a 832× 704 mesh (∆x = ∆y = 1
64
).

From the results, we can observe that the low density and low pressure emerge due to the

diffraction of high speed shock waves at sharp angles.

Again, our two-dimensional results are comparable to the results of PP WENO [25, 26]

and PP HWENO [2, 7] schemes. For the above two examples, the percentage of the cells

where PP limiter was activated is less than 0.001%.
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Figure 6: Two-dimensional shock diffraction problem. T = 2.3 and ∆x = ∆y = 1
64
. Left: 20

equally spaced density contours from 0.066227 to 7.0668; right: 40 equally spaced pressure
contours from 0.091 to 37.

6 Concluding remarks

In this paper, we construct maximum-principle-preserving and positivity-preserving cen-

tral WENO schemes for scalar conservation laws and compressible Euler equations, respec-

tively. The methods are formulated in a finite volume framework on overlapping meshes and

require neither numerical fluxes nor flux splitting. In order to keep maximum principle for

the solution of scalar conservation laws, or the positivity of the density and pressure in the

compressible Euler equations, the general procedures are established for the central WENO

schemes with the first-order Euler forward time discretization. High-order SSP Runge-Kutta

time discretization will keep such properties. The fifth-order WENO-AO reconstruction [1]

outperforms the WENO-MR and WENO-ZQ reconstructions for the 2D Sedov problem.

Therefore, the WENO-AO reconstruction is used in our central schemes. The linear weights

of the WENO-AO reconstruction can be any positive number provided their sum equals

one, and the same nonlinear weights and reconstructed polynomial can be used in different

reconstructions (for cell average and point value) which lead to much simpler implementa-

tion. Future work includes the design of MPP and PP central WENO schemes with the flux
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limiter [22].
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