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Abstract In this paper, we propose a new h-adaptive indicator for the Runge–Kutta discon-
tinuous Galerkin (RKDG) scheme in simulations of the Vlasov–Poisson (VP) system. This
adaptive indicator, tailored for the VP system, is based on the principle that each cell assumes
solution variations as equally as possible. Under the framework of the RKDG method, such
adaptive indicator is particularly simple and cheap for the computation. Its effectiveness is
demonstrated by extensive numerical tests. The detailed adaptive algorithm as well as some
important implementation issues, including the grid and data structure, adaptive criteria, data
prolongation/projection and mesh projection, is presented.
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1 Introduction

The single species Vlasov–Poisson (VP) system

∂ f

∂t
+ v · ∇x f + E(x, t) · ∇v f = 0, (1.1)

E(x, t) = −∇xφ(x, t), −�xφ(x, t) = ρ(x, t) (1.2)

is a nonlinear kinetic system that models the dynamics of a collisionless plasma consisting
of electrons and a uniform background of fixed ions under the effects of a self-consistent
electrostatic field and possibly an externally supplied field. f (x, v, t) is a probability density
function in six-dimensional phase space (x, v) ∈ R

3 × R
3, which denotes the probability

of finding a particle with velocity v at position x at time t . E is the electric field and φ is
the self-consistent electrostatic potential. Eq. (1.1) is the Vlasov equation which models the
transport of the electrons. The electrons are coupled to the electrostatic potential through
Poisson’s equation in Eq. (1.2). The probability density function couples to the long range
fields via the charge density, ρ = ∫

R3 f (x, v, t)dv − 1, where we take the limit of uniformly
distributed infinitely massive ions in the background.

Computational challenges for kinetic simulations are two folded. The kinetic scale makes
the computation very expensive. The Vlasov equation is of six dimensional in phase space
plus time. In addition, it is computationally challenging to numerically resolve fine scale
filamentation solution structures naturally arise in Vlasov simulations. It is highly desired
that numericalmethods are high order accuratewith lownumerical dissipation, are adaptive to
resolvemulti-scale filamentation solution features, and are robust without artificial numerical
oscillations.

Among existing algorithms for VP simulations, the particle-in-cell method [3,14,22] is
very popular due to its relatively low computational cost for high dimensional problems.
However, it suffers statistical noise O(1/

√
N ) with N being the number of particles. There

are highly accurate mesh-based semi-Lagrangian [5,11,17,24–26,28,32,33] and Eulerian
[1,8,15,21,23,34,35,37] methods, which have been shown to be advantageous due to
their efficiency and effectiveness in resolving rich solution structures. The semi-Lagrangian
method is designed by propagating information along characteristic curves. Among exist-
ing semi-Lagrangian algorithms for the Vlasov equation, dimensional splitting originally
proposed by Cheng and Knorr [7] has been widely used in many different settings, e.g.
semi-Lagrangian finite volume [11,17], finite difference [5,24,25,32,33] and finite element
discontinuous Galerkin (DG) [26,28] methods. However, they are subject to a second order
splitting error. In an Eulerian method, typically the spatial derivatives are discretized, in a
truly multi-dimensional setting, by finite difference/volume/element method. Then the spa-
tially discretized ODE systems are evolved with high order numerical time integrator such as
the Runge–Kutta (RK) methods [19] via the method-of-line approach. These methods have
been well-known for being highly accurate both in space and time, and being very robust as
a black-box procedure in a truly multi-dimensional setting (without dimensional splitting)
[8,21].

The VP solutions are well-known to exhibit a variety of dynamical phenomena, one of
which is the filamentation. It occurs when different characteristics surfaces associated to the
nonlinear transport (Vlasov) equation wrap in the phase space, resulting in stiff gradients of
the unknown function f . Such phenomenon motivates us to develop an h-adaptive RK DG
approach for the Vlasov simulations, in order to focus the computational effort where it is
most needed. Adaptive methods are widely used to increase spatial and temporal resolution
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of numerical simulations beyond the limits imposed by the available hardware and to save
the computational cost (both storage and CPU time). Compared with existing adaptive mesh
refinement algorithms based on finite volume [2] or finite difference [30] scheme, the h-
adaptive finite element DG method is advantageous for its compactness for parallelization
and for handling boundary conditions in a complex geometry. Moreover, the DG framework
offers great convenience in data projection and data prolongation among different levels
of mesh refinement, while preserving the mass conservation. Existing h-adaptive RKDG
schemes include the ones developed by Flaherty et al. [4,13,18,27], Zhu and Qiu [38,39]
and Dedner et al. [12] for nonlinear time-dependent hyperbolic conservation laws. We also
refer to Hartmann and Houston [20], where duality techniques were used for designing the
adaptive strategy.

In this paper, we focus on developing an h-adaptive DG scheme for 1D1V Vlasov sim-
ulations. We first briefly review the RKDG method for the VP system in Sect. 2. Then we
propose an h-adaptive RKDG scheme with mesh-refinement criteria tailored for the VP sys-
tem in Sect. 3. The effectiveness of the new scheme is demonstrated via several classical test
examples for VP simulations in Sect. 4. Finally, concluding remarks are given in Sect. 5.

2 Review

Consider the 1D1V VP system

ft + v fx + E(x, t) fv = 0, (2.1)

E(x, t) = −φ(x, t)x , −φ(x, t)xx = ρ(x, t), (2.2)

ρ(x, t) =
∫ vmax

−vmax

f (x, v, t)dv − 1, (2.3)

on the 2D domain � = �x × �v , where �x is a bounded domain with periodic boundary
condition and �v = [−vmax , vmax ] with vmax chosen s.t. f vanishes outside �v . Standard
RKDG method solves this system in the following way. At each time level, ρ is firstly
computed by integrating cell-wise DG polynomials in the v-direction. Then φ, hence the
electric field E , is obtained by numerically solving the 1D Poisson’s equation (2.2). At last,
f is updated by applying the DG scheme to Eq. (2.1). Such procedure can be repeated for
every RK stage of one time step evolution, until the final time is reached. If uniform mesh
is adopted, the 1D Poisson’s equation can be solved by a fast Fourier transform (FFT) due
to the periodicity in space. Otherwise, a local DG (LDG) scheme is more suitable because
of its capability of handling irregular meshes, especially for higher dimensional problems to
be considered in our future work.

Inwhat follows,wefirst briefly review theRKDGscheme for theVlasov equation.Detailed
description of this method can be found in the review paper [10]. Then the LDG scheme [6]
for the Poisson’s equation is presented.

2.1 RKDG Scheme

Let us describe the RKDG scheme for the Vlasov equation. In our description below, we
use the subscript h to denote the numerical discretization of the corresponding continuous
function. For example, fh and Eh are the DG approximations to the unknown functions f
and E respectively. Given a mesh discretization Mh of the phase space domain �, we seek
the approximate solution fh(x, v, t) in the finite element space of discontinuous piecewise
polynomials
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V k
h =

{
ψ ∈ L2(�) : ψ |K ∈ P

k(K ),∀K ∈ Mh

}
,

where P
k(K ) denotes the set of polynomials of total degree at most k on the element K . It

is known that the dimension of such space is Qk + 1 with Qk = k(k + 3)/2. We adopt the
following orthogonal basis for V k

h ,

w i(i+1)
2 + j (x, v) = Wi− j (x)Wj (v), i = 0, . . . , k, j = 0, . . . , i, (2.4)

via the orthogonal 1D basis of Legendre polynomials
⎧
⎨

⎩

W0(x) = 1,

Wl(x) = 1

2l l!
d l(x2 − 1)l

dxl
, l > 0.

(2.5)

Then the local orthogonal basis over cell K is given by

w
(K )
l (x, v) = wl

(
2(x − xK )

�xK
,
2(v − vK )

�vK

)

, l = 0, . . . , Qk, (2.6)

in which (xK , vK ) is the center of rectangle K and �xK and �vK are lengths of K ’s sides in
the direction of x and v respectively. (Note that this approach of basis constructionworks only
for this 1D1V case. For higher dimensional cases other approaches should be considered.)
Now the numerical solution fh(x, v, t) in the space V k

h can be expressed as

fh(x, v, t)|K =
Qk∑

l=0

f (l)
K (t)w(K )

l (x, v) (2.7)

where f (l)
K (t), l = 0, . . . , Qk are the degrees of freedom. Particularly, f (0)

K (t) is the cell
average of fh over K .

To obtain the RKDG scheme, we multiply Eq. (2.1) by each of the basis, integrate over
each computational cell and perform integration by parts to formulate the following semi-
discrete version of the DG scheme for the approximate solution fh : for all test functions wl ,
with l = 0, . . . , Qk and all K ∈ Mh ,

d

dt

∫

K
fhw

(K )
l dxdv −

∫

K
F( fh) · ∇w

(K )
l dxdv +

∑

e∈∂K

∫

e
F( fh) · ne,Kw

(K )
l ds = 0 (2.8)

where F( fh) = (v fh, Eh fh), ∇ = ( ∂
∂x , ∂

∂v
) and ne,K is the outward unit normal to the edge

e. The volume integral term
∫
K F( fh) · ∇w

(K )
l dxdv can be computed either exactly or by a

numerical quadrature of sufficiently high order of accuracy. The line integral in Eq. (2.8) is
typically discretized by a Gaussian quadrature with sufficient accuracy

∫

e
F( fh) · ne,Kw

(K )
l ds ≈ |e|

m∑

l=1

ωl F( fh(Gl , t)) · ne,Kw
(K )
l (Gl , t) (2.9)

where F( fh(Gl , t)) · ne,K is replaced by a monotone numerical flux. In this paper, we use
the simple Lax–Friedrichs flux

F( fh(Gl , t)) · ne,K ≈ 1

2

[
(F( f −

h (Gl , t)) + F( f +
h (Gl , t))) · ne,K

−α( f +
h (Gl , t) − f −

h (Gl , t))
]

(2.10)
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where α is taken as an upper bound for the eigenvalues of the Jacobian in the direction of
ne,K , and f −

h and f +
h are the values of fh inside and outside the cell K at the Gaussian point

Gl .
Using Eq. (2.7), the first term in Eq. (2.8) can be rewritten by cl

�xK�vK
4

d
dt f

(l)
K (t) where

cl = ∫ 1
−1

∫ 1
−1 w2

l (x, v)dxdv, l = 0, . . . , Qk are constants. As a result, the semi-discrete

scheme (2.8) is an ODE system for { f (l)
K (t) : l = 0, . . . , Qk, K ∈ Mh}. This system coupled

with a suitable time discretization scheme, such as the TVD (total variation diminishing) RK
method [31], completes the RKDG scheme. In this paper for k = 1, we use the second order
RK time stepping


(1) = 
n + �t L(
n),


n+1 = 1

2

n + 1

2

(1) + 1

2
�t L(
(1)) (2.11)

for the ODE system 
t = L(
). For k = 2, we adopt the following third order version


(1) = 
n + �t L(
n),


(2) = 3

4

n + 1

4

(1) + 1

4
�t L(
(1)), (2.12)


n+1 = 1

3

n + 2

3

(2) + 2

3
�t L(
(2)).

2.2 LDG Scheme

To define the LDG scheme for the 1D Poisson’s equation, we rewrite Eq. (2.2) as a system
of first-order equations on �x :

φ(x, t)x = −E(x, t), E(x, t)x = ρ(x, t). (2.13)

Periodic boundary conditions are assumed. Beyond periodicity, we need to enforce some
additional conditions to uniquely determine φ. In current work we set

∫
�x

φ(x, t)dx = 0.

Given a partition M(x)
h = ⋃

j I j of the x-domain �x with I j = [x j− 1
2
, x j+ 1

2
] and

x j = 1
2 (x j− 1

2
+ x j+ 1

2
), we make use of the approximation space

Zk
h = {ξ ∈ L2(�x ) : ξ |I j ∈ Pk(I j ),∀I j ∈ M(x)

h }

in which Pk is the space of polynomials in one dimension of degree up to k. The approximate
solution (φh, Eh) is then defined by the following weak formulation: for all I j ∈ M(x)

h and
all test functions (q, r) ∈ Zk

h × Zk
h ,

φ̂h

(
x j+ 1

2
, t

)
q

(

x−
j+ 1

2

)

− φ̂h

(
x j− 1

2
, t

)
q

(

x+
j− 1

2

)

−
∫

I j
φhqxdx = −

∫

I j
Ehqdx,

(2.14)

Êh

(
x j+ 1

2
, t

)
r

(

x−
j+ 1

2

)

− Êh

(
x j− 1

2
, t

)
r

(

x+
j− 1

2

)

−
∫

I j
Ehrxdx =

∫

I j
ρhrdx, (2.15)
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where the superscripts “±” indicate the left and right limits of the corresponding functions
with respect to x . As suggested in [6,9], we use the following numerical fluxes

Êh(x, t) = Eh(x
+, t) + φh(x

+, t) − φh(x
−, t), (2.16)

φ̂h(x, t) = φh(x
−, t). (2.17)

The function Eh can be locally solved in terms of φh by using Eq. (2.14) since φ̂h does not
depend on Eh . Hence it can be eliminated from Eq. (2.15), leaving φh as the only unknown.
The resulting system is a linear system for φh which is solved in our numerical tests by using
the generalized minimum residual method equipped with the incomplete LU decomposition
for the preconditioning.

3 Adaptive RKDG: Algorithm and Implementation Details

In this section,wedescribe our proposedh-adaptiveRKDG-LDGalgorithm for theVP system
and discuss the related implementation issues. For test examples in the current paper, we only
consider one dimensional problems (1D in physical space and 1D in velocity space), hence
rectangularmeshes are considered. For problemswith higher dimension in the physical space,
triangular meshes could be preferred depending on the geometry of physical domains. There
are many computational advantages that the DG scheme offers in the adaptive setting. For
example, compared with finite volume or finite difference adaptive mesh refinement schemes
[2,30], it is extremely convenient and computationally efficient to perform data prolongation
and data projection between different levels of mesh with preservation of cell averages for
mass conservation. Compared with the continuous finite element method, the DG scheme
is also well-known for its flexibility to handle the situation when there are hanging nodes
in adaptive meshes. We will first present the grid and data structure, followed by the flow
chart of our proposed adaptive algorithm. Specific issues, such as refinement criteria and data
prolongation/projection will be discussed in details afterwards.

3.1 Grid and Data Structure

The data structures for h-adaptive meshes can be generally classified into two categories,
block-based structure and cell-based structure. For block-based structure, there is a coarse
base grid covering the entire computational domain. Each block, constituted by finer cells
of same size, covers a rectangular sub-domain where more resolution is required. These
structured blocks are nested on different mesh-levels, laying over the base grid. For cell-
based structure, each cell is refined or coarsened separately from the others, as needed. Both
block-based and cell-based structures can be organized as a logical hierarchical tree structure.
The nodes of the tree represent the blocks for block-based structure and individual cells for
cell-based structure. It is hard to say which approach is better in practice. Both structures
have their own advantages and disadvantages. For block-based structure, the computational
effort to maintain the tree structure information is smaller since the resulting tree structure is
lighter, compared to the cell-based structure. Further more, the original solver can be directly
applied to the blocks without any modification. As to the defects, the first is that block-based
structure is less flexible. It is hard to cover complex features in the solution with only a
few blocks. The second is that clustering algorithm is required to organize individual cells
into blocks. Usually, such algorithm is sophisticated and needs to be performed periodically
when time is involved. For cell-based structure, the main advantages are the high flexibility
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coarsening refinement

K1 K2

K3 K4

K1 K2

K3 K4

K K

Fig. 1 Sketches of local mesh coarsening (left) and refinement (right)

in refinement and coarsening, as well as the efficiency in using cells. Since the RKDG and
LDG methods used in this paper are friendly to irregular meshes, we choose the cell-based
structure in this work.

Each cell in the initial partition of the computational domain is considered as the root of
a tree. Following our previous work in [39], we adopt a simple way to perform local mesh
refinement and coarsening. More specifically, mesh refinement is achieved by dividing a cell
into four new cells (children) of equal size (see the right sketch in Fig. 1). The four new
cells, which are generated simultaneously in a single division, are called a ‘GROUP’. To
coarsen the mesh, we can only merge the cells that form a GROUP (see the left sketch in
Fig. 1). A cell is called a leaf cell if it does not have any children. All the leaf cells constitute
the computational mesh. Each leaf cell has a variable L denoting its mesh-level which is
defined by the number of divisions needed to obtain this cell. L is set to zero for roots, and
is increased by one after a division and decreased by one after a merger. We also need a
maximal mesh-level, denoted by LEV , to restrict fineness of the adaptive mesh. Finally, we
describe the data structure associated with each leaf cell and non-leaf cell. For the non-leaf
cells, the associated data include cell coordinates, mesh-level and the pointers to its father
and children in the tree. For the leaf cells, additional data such as degrees of freedom for
solutions, pointers for neighboring cells in four directions, indicator for mesh refinement
and coarsening (value −1/1 for mesh coarsening/refinement respectively), and indicator for
boundary cells (1 for boundary cells and 0 otherwise) are stored.

3.2 Algorithm Flow Chart

Below, we first describe the flow chart of the algorithm. In our descriptions, the superscript n
stands for the current time level tn unless otherwise specified. For each of the computational
cell K (a leaf on the tree), associated information include the DG solution with { f (l)

K : l =
0, . . . , Qk} as its degrees of freedom and its mesh level LK . Here and below, argument t in
f (l)
K (t) is omitted for simplicity.

Algorithm 3.1 (h-adaptive scheme for the VP system)

• The initial set up. The algorithm starts from an uniform rectangular mesh M0
h as the

root grid. We perform the L2 projection of the initial data f (x, v, t = 0) on M0
h . The

numerical solution is a piecewise polynomial of degree k living onM0
h . Associated with

each root cell K ∈ M0
h , we have the following

{ f 0,(l)K : l = 0, . . . , Qk}, L0
K = 0.

• Solution evolution from tn to tn+1, for n = 0, 1, . . ..

1. Mesh refinement and coarsening. Each cell in the current mesh will be marked to
be refined, coarsened, or kept unchanged via the “adaptive indicator” discussed in
Sect. 3.3. We take a cell K ∈ Mn

h as an example to demonstrate the idea.
– The cell will be quartered if it is marked to be refined and its mesh-level LK <

LEV . There are four newly generated cells K1, . . . , K4 (children), each of
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which will have its mesh-level increase by one from that of its parent cell. The
corresponding polynomial on new cells will be obtained from data prolongation
mechanism discussed in Sect. 3.4.

– EachGROUPof cells (four children)will be removed if all of them aremarked to
be merged. Mesh-level is decreased by one for the new cell. The corresponding
polynomial on the new leaf cell will be obtained from data projection discussed
in Sect. 3.4.

2. Poisson solver in physical space. Obtain the one-dimensional spatial mesh by pro-
jecting the two-dimensional mesh Mn+1

h along the v-direction (see Sect. 3.5 for
details). Compute ρh through Eq. (2.3) and solve Eq. (2.2) by LDGmethod to get φh

and Eh .
3. Evolve solution. Evolve the solution on the current mesh from tn to tn+1 by apply-

ing the RKDG procedure to Eq. (2.1) to update { f (l),n+1
K : l = 0, . . . , Qk,∀K ∈

Mn+1
h }.

3.3 Refinement Criteria

For h-adaptive methods, one key issue lies in where the mesh should be refined or coars-
ened. We name the procedure ‘adaptive indicator’ which is used to mark each cell to be
refined, coarsened or kept unchanged. For nonlinear hyperbolic problems that developing
discontinuities, meshes near the discontinuities should be refined in order to catch sharp
transitions of discontinuities and coarse meshes should be used in other regions to save the
computational cost. Several troubled-cell indicators are used as adaptive indicators to detect
the discontinuous regions with success in [38,39]. However, the VP solutions are known to
remain smooth given smooth initial conditions [29], yet develop filamentation solution struc-
tures with large gradients in the phase space over time. Therefore, troubled-cell indicators for
nonlinear hyperbolic system are no longer suitable. We propose a new “adaptive indicator”
tailored for the VP system based on the principle that each cell assumes solution variations
as equally as possible. If the solution variation on cell K is ‘too big’, cell K is marked to be
refined. If the solution variation on cell K is small enough, cell K is marked to be coarsened.
Otherwise, K is kept unchanged.

We measure solution variations on cell K in the x and v directions by | f (1)
K | and | f (2)

K |
in Eq. (2.7) respectively. A cell will be marked to be refined (or merged) if its variations
are much bigger (or smaller) than the average values. Specifically, we define the adaptive
indicator as follows.

Algorithm 3.2 (Adaptive indicator) For every cell K ∈ Mh , let θK
x = | f (1)

K |, θK
v = | f (2)

K |.
We compute their average values in the corresponding directions

θ̄x = 
K θK
x

N
, θ̄v = 
K θK

v

N
, (3.1)

with N being the total number of cells. Let θ̄max = max(θ̄x , θ̄v), then a cell K is marked to
be ⎧

⎪⎨

⎪⎩

coarsened, if θK
x < γ1θ̄max and θK

v < γ1θ̄max ,

refined, if θK
x > γ2θ̄max or θK

v > γ2θ̄max ,

kept unchanged, otherwise.

(3.2)

In our numerical tests, we set γ1 = 1/2 and γ2 = 2.
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3.4 Data Prolongation and Data Projection

We propose to perform L2 projection for data prolongation and projection between different
levels of meshes. Suppose we have already known fh onmeshMh , and we need to determine
its L2 projection on a new cell K ′ represented by a new polynomial function f ′

h . In particular,
f ′
h would satisfy the following equations,

∫

K ′
f ′
hw

(K ′)
l (x, v)dxdv =

∫

K ′
fhw

(K ′)
l (x, v)dxdv, l = 0, . . . , Qk . (3.3)

Let the degrees of freedom associated with f ′
h on cell K ′ be f (l)

K ′ , l = 0, . . . , Qk , as in
Eq. (2.7), then

f (l)
K ′ = 4

cl�xK ′�vK ′

∫

K ′
fhw

(K ′)
l (x, v)dxdv. (3.4)

Note that the formula with l = 0 implies the mass conservation. Since fh is a piecewise
polynomial, the integral in Eq. (3.4) can be computed exactly. Now we are ready to provide
the formulas of data projection and data prolongation between fine and coarse meshes.

• Data projection. When four cells K1, K2, K3, K4 are merged to a new cell K ′ (see the
left sketch in Fig. 1), the new degrees of freedom computed by Eq. (3.4) are as follows
for the DG scheme with P2 polynomial space,

f (0)
K ′ =1

4

(
f (0)
K1

+ f (0)
K2

+ f (0)
K3

+ f (0)
K4

)
,

f (1)
K ′ =3

8

(
− f (0)

K1
+ f (0)

K2
− f (0)

K3
+ f (0)

K4

)
+ 1

8

(
f (1)
K1

+ f (1)
K2

+ f (1)
K3

+ f (1)
K4

)
,

f (2)
K ′ =3

8

(
− f (0)

K1
− f (0)

K2
+ f (0)

K3
+ f (0)

K4

)
+ 1

8

(
f (2)
K1

+ f (2)
K2

+ f (2)
K3

+ f (2)
K4

)
,

f (3)
K ′ = 5

16

(
− f (1)

K1
+ f (1)

K2
− f (1)

K3
+ f (1)

K4

)
+ 1

16

(
f (3)
K1

+ f (3)
K2

+ f (3)
K3

+ f (3)
K4

)
, (3.5)

f (4)
K ′ = 9

16

(
f (0)
K1

− f (0)
K2

− f (0)
K3

+ f (0)
K4

)
+ 3

16

(
− f (1)

K1
− f (1)

K2
+ f (1)

K3
+ f (1)

K4

)

+ 3

16

(
− f (2)

K1
+ f (2)

K2
− f (2)

K3
+ f (2)

K4

)
+ 1

16

(
f (4)
K1

+ f (4)
K2

+ f (4)
K3

+ f (4)
K4

)
,

f (5)
K ′ = 5

16

(
− f (2)

K1
− f (2)

K2
+ f (2)

K3
+ f (2)

K4

)
+ 1

16

(
f (5)
K1

+ f (5)
K2

+ f (5)
K3

+ f (5)
K4

)
.

For the DG scheme with P1 polynomial space, only the first three formulas are needed.
• Data prolongation.When a cell K is divided into four subcells K ′

1, K
′
2, K

′
3, K

′
4 (see the

right sketch in Fig. 1), the new degrees of freedom for k = 2 can be computed by the
following formulas with l = 1, 2, 3, 4,

f (0)
K ′
l

= f (0)
K + 2λ(l)

x f (1)
K + 2λ(l)

v f (2)
K + 4λ(l)

x λ(l)
v f (4)

K ,

f (1)
K ′
l

=1

2
f (1)
K + 3λ(l)

x f (3)
K + λ(l)

v f (4)
K , f (2)

K ′
l

= 1

2
f (2)
K + λ(l)

x f (4)
K + 3λ(l)

v f (5)
K , (3.6)

f (3)
K ′
l

=1

4
f (3)
K , f (4)

K ′
l

= 1

4
f (4)
K , f (5)

K ′
l

= 1

4
f (5)
K

where λ
(l)
x = (−1)l

4 for l = 1, . . . , 4, λ(1)
v = λ

(2)
v = − 1

4 and λ
(3)
v = λ

(4)
v = 1

4 . For k = 1,

one can use the same formulas, but dropping the higher moment terms f (3)
K , f (4)

K , and

f (5)
K .
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M(x)
h :

Di : 1 1 2 2 1 0 1 1 1
i : 0 1 2 3 4 5 6 7 8

Sall :

Mh
at t2:

+

+
−
−

−
−

−
−

−
−

M(x)
h :

Di : 1 0 0 0 1 0 0 0 1
i : 0 1 2 3 4 5 6 7 8

Sall :

Mh
at t0:

+

+ +

M(x)
h :

Di : 1 2 2 1 1 0 2 0 1
i : 0 1 2 3 4 5 6 7 8

Sall :

Mh
at t3:

M(x)
h :

Di : 1 0 2 0 1 0 1 0 1
i : 0 1 2 3 4 5 6 7 8

Sall :

Mh
at t1:

+ +

+ +

Fig. 2 A simple example to generate the 1D spatial mesh projected from the 2D mesh

3.5 Mesh Projection

The 1D mesh for the Poisson’s equation is projected from the 2D adaptive mesh. The mesh
projection process is designed in the following cost-effective fashion.

1. Initially, we let Sall = {xi , i = 0, . . . Nx2LEV }, where Nx denotes the number of cells
along the x-axis at t = 0, be the set of grid points in the x-direction of the fully refined
mesh. See Sall in Fig. 2 as an example of having a 2 × 2 root grid with LEV = 2.

2. We set a counter Di associated with each of the grid point in Sall . Initially, Di = 0, except
that at the grid points for the 1D projection of 2D root grid, we let Di = 1. The projected
1D mesh M(x)

h is constructed from the grid points with nonzero Di ’s. See Fig. 2.
3. We update Di ’s as the 2Dmesh is dynamically refined or coarsened.When a cell is refined

or coarsened, the corresponding Di will be increased or decreased by 1 respectively. See
four plots in Fig. 2 for an example of updating Di in a dynamic refinement/coarsening
process. In the figure,+/− sign is used to mark the cells that will be refined/coarsened at
the next time-level. Again, M(x)

h is constructed from the grid points with nonzero Di ’s.

4 Numerical Tests

In this section, we perform a detailed study of the proposed h-adaptive RKDG scheme and
evaluate its performance in simulating several classical test examples by comparing with the
fixed-mesh RKDG scheme. For convenience, we refer fixed-mesh (standard) RKDG scheme
and h-adaptive RKDG scheme as nonadaptive scheme and adaptive scheme respectively.
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Attention has not been paid to the issue of time discretization efficiency, so global time steps
are used in the RK method, which depend on the smallest cell size at each time-level. Study
of local time stepping schemes is the subject of future work. In order to make the scheme
more robust during the numerical simulations, the maximum-principle-satisfying technique
proposed in [36] is applied.

Below, we recall some analytically conserved quantities in the VP system which can be
used as diagnostics in a numerical scheme.

1. L p norm for 1 ≤ p < ∞:

‖ f ‖p =
(∫

v

∫

x
| f (x, v, t)|pdxdv

) 1
p

. (4.1)

2. Energy:

Energy =
∫

v

∫

x
f (x, v, t)v2dxdv +

∫

x
E2(x, t)dx . (4.2)

3. Entropy:

Entropy =
∫

v

∫

x
f (x, v, t) log( f (x, v, t))dxdv. (4.3)

Tracking relative deviations of these quantities numerically will be a good measure of the
quality of numerical schemes. The relative deviation is defined to be the deviation away
from the corresponding initial value divided by the magnitude of the initial value. Periodic
boundary conditions are imposed in the x-direction and zero boundary conditions are imposed
in the v-direction for all of our test problems.

For clarity, the variance of the RKDG schemes will be denoted as InitialResolut
ion-LEVj-OrderwhereInitialResolution is expressed by the product of Nx (num-
ber of cells along the x-axis) and Nv (number of cells along the v-axis) at the initial time,LEVj
indicates that LEV = j is being used, and Order is either P1 (P1 case, i.e. k = 1) or P2 (P2

case, i.e. k = 2). Note that the special case LEV0 stands for the nonadaptive RKDG schemes
using fixed uniform meshes in this work. For example, 32*64-LEV4-P1 denotes the h-
adaptive RKDG scheme with initial resolution 32 ∗ 64 and k = 1, and 64*128-LEV0-P2
denotes the nonadaptive RKDG scheme with (initial) resolution 64 ∗ 128 and k = 2. Since
there are no analytical solutions for the test examples used in this paper, the results com-
puted by scheme 256*512-LEV0-P2 are used as reference results. In addition, to save
space, only the P2 results are reported for they are sufficient to illustrate the capability of the
adaptive scheme.

Example 4.1 (Strong Landau damping). Consider the example of strong Landau damping
for the VP system. The initial condition is

f (x, v, t = 0) = 1√
2π

(1 + α cos(βx)) exp

(

−v2

2

)

(4.4)

with α = 0.5, β = 0.5 on the domain (x, v) ∈ [0, 4π ] × [−5, 5]. The final time is T = 60.
Time evolution of the distribution function for scheme 16*32-LEV4-P2, along with the
corresponding meshes, is shown in Fig. 3. We can see clearly that the adaptive meshes
resolve the fine solution structures and filamentation very well. Fine meshes are generated
at the regions with fine structures while coarse meshes are used elsewhere, and this works
dynamically. In order to compare with the nonadaptive results, we compute the average cell
number of an adaptive scheme defined by N̄ = (

∑T OT
n=0 Nn)/T OT where Nn is the number

of cells at the nth time-level and T OT is the total number of time-levels, and then use the same
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Fig. 3 Strong Landau damping, time evolution of f and the adaptive meshes for scheme 16*32-LEV4-P2.
Upper two rows from left to right t = 10, 20, 30; lower two rows from left to right t = 40, 50, 60

Fig. 4 Strong Landau damping, solution contours for schemes 81*162-LEV0-P2 (left) and
256*512-LEV0-P2 (right) at t = 60

number of cells to obtain the nonadaptive results. For this adaptive scheme, N̄ = 12,913.4 ≈
81 ∗ 162. We plot the solution contour for the nonadaptive scheme 81*162-LEV0-P2 in
Fig. 4, togetherwith the contour for256*512-LEV0-P2 as a reference solution.Comparing
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Fig. 5 Strong Landau damping,
time evolution of L2 norm of the
electric field

Fig. 6 Strong Landau damping, time evolution of relative deviations of the discrete L1 (upper left) and L2

(upper right) norms as well as the kinetic energy (lower left) and entropy (lower right)

these figures with the last contour figure in Fig. 3, we observe that the adaptive solution
fails to capture the gentle structure outside the filamentation area since coarse meshes are
always used there. However, the adaptive solution shows clearer filamentation than scheme
81*162-LEV0-P2. In Fig. 5, time evolution of L2 norm of the electric field is provided.We
find that the nonadaptive and adaptive schemes produce almost the same initial linear decay
rate and the growth rate due to particle trapping, regardless of the different resolutions. At
last we report the time evolution of discrete L1 norm, L2 norm, kinetic energy and entropy in
Fig. 6. In general, the adaptive scheme has better performance than the nonadaptive scheme
with the coarse mesh in preserving norms.
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Fig. 7 Two-stream instability [16], time evolution of f and the adaptive meshes for scheme
16*32-LEV4-P2. Upper two rows from left to right t = 5, 15, 25; lower two rows from left to right
t = 35, 45, 53

Example 4.2 (Two-stream instability [16]). The next example we consider is the case of
two-stream instability, with an unstable initial distribution function:

f (x, v, t = 0) = 2

7
√
2π

(1 + 5v2) exp

(

−v2

2

)

[1 + α((cos(2βx) + cos(3βx))/1.2 + cos(βx))] (4.5)

where α = 0.01, β = 0.5. The simulation is up to T = 53 with vmax = 5. The length of
the domain in the x-direction is L = 2π/β and the background ion distribution function
is fixed, uniform and chosen so that the total net charge density for the system is zero.
Time evolution of the distribution function for scheme 16*32-LEV4-P2, together with the
corresponding meshes, is plot in Fig. 7. It is shown that the generated adaptive meshes are
in accord with development of the solution and fine solution structures are well resolved.
In this case, N̄ = 5837.8 ≈ 55 ∗ 110. We show the solution contours for nonadaptive
schemes55*110-LEV0-P2 and 256*512-LEV0-P2 in Fig. 8. The comparison between
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Fig. 8 Two-stream instability [16], solution contours for schemes 55*110-LEV0-P2 (left) and
256*512-LEV0-P2 (right) at t = 53

Fig. 9 Two-stream instability [16], time evolution of relative deviations of the discrete L1 (upper left) and
L2 (upper right) norms as well as the kinetic energy (lower left) and entropy (lower right)

these figures and the last contour figure in Fig. 7 demonstrates the better performance of
scheme 16*32-LEV4-P2 over scheme 55*110-LEV0-P2 in resolving the fine solution
structures. Lastly, we report the time evolution of discrete L1 norm, L2 norm, kinetic energy
and entropy in Fig. 9.
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Fig. 10 Two-stream instability [11], time evolution of f and the adaptive meshes for scheme
32*64-LEV4-P2. Upper two rows from left to right t = 10, 20, 30; lower two rows from left to right
t = 40, 55, 70

Example 4.3 (Two-stream instability [11]).We consider the symmetric two stream instability
with the initial condition

f (x, v, t = 0) = 1

2vth
√
2π

(1 + 0.05 cos(βx))

[

exp

(

− (v − u)2

2v2th

)

+ exp

(

− (v + u)2

2v2th

)]

(4.6)
where u = 0.99, vth = 0.3, β = 2/13. The computational domain is (x, v) ∈ [0, 13π] ×
[−5, 5] and t ∈ (0, 70]. The background ion distribution function is fixed, uniform and
chosen so that the total net charge density for the system is zero. Time evolution of the distri-
bution function and the correspondingmeshes for scheme 32*64-LEV4-P2 are reported in
Fig. 10.We again observe that the adaptivemeshes are generated dynamically according to the
development of the solution structure. As a result, this adaptive scheme is able to capture the
fine solution structures. For this scheme, N̄ = 24,941.3 ≈ 112 ∗ 224. We also plot the solu-
tion contours for nonadaptive schemes 112*224-LEV0-P2 and 256*512-LEV0-P2 in
Fig. 11, and compare with the last contour figure in Fig. 10. Many more solution details can
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Fig. 11 Two-stream instability [11], solution contours for schemes 112*224-LEV0-P2 (left) and
256*512-LEV0-P2 (right) at t = 70

Fig. 12 Two-stream instability [11], time evolution of relative deviations of the discrete L1 (upper left) and
L2 (upper right) norms as well as the kinetic energy (lower left) and entropy (lower right)

be spotted for scheme 32*64-LEV4-P2 than 112*224-LEV0-P2, which shows advan-
tage of the adaptive scheme over the nonadaptive scheme when they use the same degrees of
freedom (in the mean sense). Finally, we report the time evolution of discrete L1 norm, L2

norm, kinetic energy and entropy in Fig. 12.

To gain a better understanding of effectiveness of the adaptive strategy, for all the examples
above we first show the related data in Table1, including (a) T ND: total number of divisions;
(b) NT : number of cells at the final time; (c) N̄ ; and (d) PR: the percentage ratio of N̄ to
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Table 1 Related data

Example Scheme T ND NT N̄ PR

Example 4.1 16*32-LEV4-P2 7.1E+4 29,468 12,913.4 9.85

Example 4.2 16*32-LEV4-P2 1.9E+4 10,220 5837.8 4.45

Example 4.3 32*64-LEV4-P2 2.5E+5 37,136 24,941.3 4.76

Table 2 Comparison of CPU
time

Example Scheme CPU time

Example 4.1 16*32-LEV4-P2 2.48

81*162-LEV0-P2 0.44

128*256-LEV0-P2 1.97

256*512-LEV0-P2 17.18

Example 4.2 16*32-LEV4-P2 1.09

55*110-LEV0-P2 0.13

128*256-LEV0-P2 2.63

256*512-LEV0-P2 17.06

Example 4.3 32*64-LEV4-P2 5.90

112*224-LEV0-P2 1.00

128*256-LEV0-P2 1.69

256*512-LEV0-P2 11.05

the number of cells of a fully refined mesh, i.e. PR = 100N̄/(2LEV N0). In the table we
can see that all the values of PR are far less than 100, which indicates that our adaptive
algorithm needsmuch less cells than the one adopting fixedmesh providing that they produce
comparable solutions.

Secondly,we compare theCPU time (in hours) between adaptive and nonadaptive schemes
in Table2. The data shows that all the adaptive schemes cost CPU time much less than the
corresponding nonadaptive schemes with fully refined uniformmeshes. (Note that for Exam-
ple 4.3, the corresponding nonadaptive scheme with fully refined mesh should be scheme
512*1024-LEV0-P2, which is not shown in the table because it is highly time-consuming
to run this scheme.) It seems that the CPU time of the adaptive schemes is close to the non-
adaptive schemes using one-level coarser mesh than the fully refined one. As a result, our
adaptive algorithm has the advantage of saving the computational cost and improving the
solution quality.

Lastly, we remark that, in practice it is not easy to predict a sufficiently refined uniform
mesh for solution evolution of the VP system. An adaptive algorithm is in great need.

5 Concluding Remarks

In this paper, we propose an h-adaptive RKDG scheme for solving the VP system. The
adaptive indicator is designed based on the principle that each cell assumes solution variations
as equally as possible. Under the framework of the RKDG method with rectangular cells
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being used, this adaptive indicator is easy to code and cheap to run. Our numerical tests
have validated its effectiveness in saving the computational cost and improving the solution
quality.

Our future research includes the following: (1) Apply the methodology to higher dimen-
sional VP systems. (2) Extend the methodology to triangular meshes so that complicated
geometries can be handled. (3) Design anisotropic h-adaptive schemes for the VP system.
Adaptive isotropic meshes often tend to use too many cells in the region of large solution
error. This is especially true when problems have an anisotropic feature that the solution
exhibit a strong directional behavior. For example, solution of the strong Landau damping
problem in the filamentation region changes more significantly in the velocity space than
in the physical space (see Fig. 3). More benefits of mesh adaptation can be taken via an
anisotropic adaptive approach.
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